
HUMAN NEUROSCIENCE

Humans are essentially a social species, as 
demonstrated by the fact that in everyday 
life people continuously interact with each 
other to achieve goals or simply to exchange 
states of mind (Frith, 2007; Frith and Frith, 
2007; Adolphs, 2009). How people react to 
and interact with the surrounding world is 
a product of evolution: the success of our 
species is also due to our social intellect, 
allowing us to live in groups and share skills 
and purposes (Frith, 2007). In other words, 
our brain has evolved not only in terms of 
cognitive but also of social processing.

 The “social brain” (Brothers, 1990) has 
the main goal of understanding and pre-
dicting what others are going to do next or, 
in other words, to figure out and predict 
others’ intentions, which is an important 
task to interact successfully with the envi-
ronment (Frith, 2007).

 On one side, from its first introduction, 
the social brain has attracted much atten-
tion and in recent years neuroscientists have 
strongly focused on revealing mechanisms 
and brain areas involved in social processes 
(Adolphs et al., 1998; Damasio, 1998; Hari, 
2003; Blakemore and Frith, 2004; Amodio 
and Frith, 2006; Frith, 2007; Frith and Frith, 
2007; Adolphs, 2009; Hari and Kujala, 2009). 
Even though results are still preliminary, 
when it comes to understanding a social 
stimulus, four main actors have been iden-
tified to date: the amygdala, the temporal 
pole, the superior temporal sulcus, and the 
frontal cortices, particularly the medial pre-
frontal cortex, in its anterior and posterior 
rostral part and in the orbitofrontal area 
(Allison et al., 2000; Frith and Frith, 2006; 
Frith, 2007; Hari and Kujala, 2009).

 On the other hand, social interac-
tions are nowadays accessible to automatic 
analysis through computer science meth-
ods, namely, computer vision and pattern 
recognition (CVPR), the main disciplines 

used for automatic scene understanding 
(Turaga et al., 2008). In particular, social 
signal processing (SSP; Pentland, 2007; 
Vinciarelli et al., 2009) is a new research 
and technological area that aims at provid-
ing computers with the ability to sense and 
understand human social signals, i.e., signals 
produced during social interactions. Such 
signals are manifested through sequences 
of non-verbal behaviors including body 
posture, gesture, gaze and face expressions, 
and mutual distance (Vinciarelli et al., 
2009). In addition, the pioneering advance-
ments in SSP have shown that social signals, 
described as so elusive and subtle that only 
trained psychologists can recognize them, 
are actually evident and detectable enough 
to be captured by sensors like cameras, and 
interpreted through analysis techniques, 
typically derived by machine learning 
and statistics domains (Duda et al., 2000). 
Observation activities of social signals have 
never been as ubiquitous as today and they 
keep increasing in terms of both amount 
and scope. Furthermore, the involved tech-
nologies progress so much that some sen-
sors already exceed human capabilities and, 
being easily available at a low cost, have an 
increasingly large diffusion.

 However, the neuroanatomical cor-
relates of social interaction have not been 
systematically shared with the SSP area due 
to the rare intersection of these disciplines. 
We aim to briefly review the most relevant 
methods for the automatic understanding 
of the social human behaviors from both 
the computational and the neuroscientific 
perspective, showing how they might gain 
large benefits from mutual interaction.

Behavioral indicators relevant for SSP 
come from researches in the emotional on 
the motor systems. Emotions in fact modu-
late and drive social interactions not only 
through facial expressions and prosodic 

vocalizations, that are traditionally inves-
tigated so far (Ekman, 1993; Adolphs et al., 
1996; Anderson and Phelps, 1998; Fusar-
Poli et al., 2009; Bonora et al., 2011), but also 
by means of body language (de Gelder et al., 
2011). Interestingly, non-verbal behavior 
has mainly been studied by social sciences 
without a particular interest for the neuro-
physiological aspects of human interplays 
(Wolpert et al., 2003). The motor system 
plays indeed a pivotal role in social cogni-
tion, as motor predictive mechanisms may 
contribute to the anticipation of what oth-
ers are going to do next and regulate our 
own reactions, a principal function of social 
cognition (Wolpert et al., 2003; Frith and 
Frith, 2007; Adolphs, 2009; Hari and Kujala, 
2009). Revealingly, the mirror system, which 
has been shown first to operate for motor 
acts (Rizzolatti and Craighero, 2004), has 
now been dragged into the discussion also 
for the processing of social stimuli (Frith and 
Frith, 2007). The mirror system is regarded 
as the basis for shared motor representa-
tions between the producer and the recipi-
ent of a motor act-based message (Rizzolatti 
and Craighero, 2004). Analogously, it has 
been suggested that when we need to read 
a hidden intention or emotional state of 
others during an interaction we activate a 
similar pattern in our brain areas, sharing 
the feeling of the interlocutor to understand 
it (Wicker et al., 2003; Wolpert et al., 2003; 
Frith, 2007).

Some authors do not believe that per-
ception of complex states of mind could 
be inferred only by observing an action 
(Jacob and Jeannerod, 2005). It is true that 
the same action, e.g., grasping a knife, could 
lead to two different scenarios: an aggres-
sion or the cutting of an apple (Jacob and 
Jeannerod, 2005). Nevertheless the environ-
ment in which an action occurs may signifi-
cantly influence the comprehension of the 
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intention of the action itself. In the case of 
automatic processing of human behavior, 
the detection of a person grasping a knife 
in an environment such as an airport would 
be in any case a signal of danger. Although 
the real intentions cannot be read using only 
motor gestures (de Gelder et al., 2011), it 
is clear that for some practical applications 
it is sufficient to detect specific occurring 
events, but it would be even more impor-
tant to prevent a dangerous situation even at 
the cost of some false alarms. Furthermore, 
recent evidences suggest that Jacob and 
Jeannerod critique may not be correct, as 
several studies demonstrate that, even in 
absence of context information, intentions 
translate into differential kinematic pat-
terns (Becchio et al., 2008a,b; Sartori et al., 
2009) and observers are especially attuned 
to kinematic information, and might use 
early differences in visual kinematics to 
anticipate the intention of an agent in per-
forming a given action (Manera et al., 2011; 
Sartori et al., 2011).

The common ground of SSP and stud-
ies of emotions should be to adapt the 
automatic systems for monitoring and 
surveillance to cerebral systems human 
interactions. More specifically, the ongoing 
trend of approaching monitoring scenarios 
with SSP methods is strongly motivated by 
the fact that social signals are now starting 
to be considered as stable, reliable, and gen-
uine traits of the behavioral state of a person 
(de Gelder et al., 2011). Similarly, this same 
logic guided recent advances in the interac-
tion between humans and machines (Tao 
and Tieniu, 2005). In other words, human 
behavior is now considered as a phenom-
enon subjected to rigorous principles that 
produces predictable patterns of activi-
ties, and that humans use social signals to 
convey, often outside conscious awareness, 
their attitude toward other people and 
social environments, as well as emotions 
(Richmond and McCroskey, 1995).

 Consequently, understanding the pro-
cesses underlying human behavior in social 
interactions starting from motor gestures 
and other social cues is extremely important 
to design automatic systems able to model 
specific situations and events in a princi-
pled way. This can be faced by capturing 
novel features (e.g., specific postures, sub-
tle gestures, mutual distances) which have 
a precise meaning as consequences of acti-
vations of well defined parts of the brain 

network (comprising the prefrontal parietal 
and temporal areas; Wolpert et al., 2003). 
Moreover, motor gestures could be the only 
objective indicators of emotional behavior, 
although they do not allow mind reading 
(e.g., knowing in advance that a person will 
hit somebody because he has psychiatric 
problems rather than because he has been 
offended), rather to anticipate that a social 
action will take place (e.g., somebody will 
be hit).

The systematic investigation of basic 
emotional gestures has provided databases 
of bodily expressive postures (Atkinson 
et al., 2004; de Gelder and Van den Stock, 
2011; de Gelder et al., 2011). These data-
bases have been developed using actors 
displaying emotions categorized through 
forced choice paradigms (Winters, 2005).

More information about the neural sys-
tems involved in predicting and decoding 
human interactions might be derived from 
monitoring cerebral activity while subjects 
watch video sequences of people interacting 
in ecological contexts. The main difference 
between this approach and traditional stud-
ies would be using complex interactions in 
the ecological context rather than single pos-
tures as stimuli. In this way, computational 
algorithms would benefit from indicators 
validated by neurological pattern activa-
tions, that are discovered using ecological 
interactions, thus allowing one to recognize 
with a greater accuracy bodily expressions 
in complex real scenarios. Consequently, 
the classical CVPR approach of learning by 
examples can be safely utilized due to the 
support by a reliable neuroscientific basis. 
Furthermore, using non-invasive brain 
techniques, such as transcranial magnetic 
stimulation, it could be possible to confirm 
the brain areas involved in social interac-
tion processing, clarifying dissociations, 
and whether these circuits are really needed 
or only implicated in this process, as it has 
occurred in other neuroscience domains 
(Ellison et al., 2004).

The use of fMRI or TMS would also 
allow to detail the involvement of different 
cerebral regions in different body expres-
sions (de Gelder and Van den Stock, 2011). 
Moreover it could also be predicted that the 
initial hand and arm position and veloc-
ity could indicate an aggression. Studying 
emotional value of body expressions could 
benefit from more advanced technologies 
also able to record movements velocity 

(Wolpert et al., 2003) not only assuming 
the (possibly) wrong perspective of imita-
tions (Jacob and Jeannerod, 2005). This 
theoretical approach would be similar to 
that used to categorize facial expressions 
(Darwin, 1872; Ekman and Friesen, 1969). 
Moreover, spontaneous dynamic expres-
sions could help in confirming the neural 
basis of emotional body postures, so far only 
obtained through elicited stimuli (de Gelder 
et al., 2011).

In this way, neuroscience knowledge, 
resulting from neuroimaging and behav-
ioral experiments, could provide SSP with 
reliable indicators of human behaviors 
being helpful to identify and predict events 
of interest. A deeper understanding of the 
neural circuits underpinning social inter-
actions could be useful for SSP because it 
would provide a stronger evidence that the 
behavioral indicators taken into account by 
automatic analyses systems are the correct 
ones, or in other words are those that also 
the “real” brain uses. Computer science, in 
turn, could provide automatic computa-
tional techniques useful to better analyze 
single or sequences of action units. In par-
ticular, methods for gesture decoding, for 
the scrutiny of body postures, and for the 
extraction of proxemic cues are only a few 
examples of the technology. In this way, the 
video modality could be finally considered 
extensively in the analysis, whereas the 
audio channel has been traditionally the 
most used information source by neuro-
scientists so far.

In conclusion, to empower the avail-
able methodologies, more intersection 
between Neuroscience and SSP is needed 
to construct a more unitary frame of 
research for a better understanding of 
human behaviors through the study of the 
emotional and the motor system. Indeed, 
understanding the processes underlying 
human behavior in social interactions is 
extremely important to design systems 
able to detect, recognize, or, better, model, 
and predict specific situations and events 
in an automatic fashion.
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