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Our current understanding of the basal ganglia (BG) has facilitated the creation of
computational models that have contributed novel theories, explored new functional
anatomy and demonstrated results complementing physiological experiments. However,
the utility of these models extends beyond these applications. Particularly in neuromorphic
engineering, where the basal ganglia’s role in computation is important for applications
such as power efficient autonomous agents and model-based control strategies. The
neurons used in existing computational models of the BG, however, are not amenable
for many low-power hardware implementations. Motivated by a need for more hardware
accessible networks, we replicate four published models of the BG, spanning single
neuron and small networks, replacing the more computationally expensive neuron models
with an Izhikevich hybrid neuron. This begins with a network modeling action-selection,
where the basal activity levels and the ability to appropriately select the most salient input
is reproduced. A Parkinson’s disease model is then explored under normal conditions,
Parkinsonian conditions and during subthalamic nucleus deep brain stimulation (DBS).
The resulting network is capable of replicating the loss of thalamic relay capabilities
in the Parkinsonian state and its return under DBS. This is also demonstrated using a
network capable of action-selection. Finally, a study of correlation transfer under different
patterns of Parkinsonian activity is presented. These networks successfully captured
the significant results of the originals studies. This not only creates a foundation for
neuromorphic hardware implementations but may also support the development of
large-scale biophysical models. The former potentially providing a way of improving
the efficacy of DBS and the latter allowing for the efficient simulation of larger more
comprehensive networks.

Keywords: basal ganglia models, Izhikevich neuron, Parkinson’s disease, deep brain stimulation, action-selection,

correlation analysis

1. INTRODUCTION
The basal ganglia (BG) is a primal structure spanning the
telencephalic and mesencephalic regions of the nervous system.
This sub-cortical structure plays a role in a number of cog-
nitive and behavioral phenomena that include action-selection,
action-gating, timing, reinforcement-learning, working memory,
fatigue, apathy, goal-oriented behavior, and movement prepara-
tion. In addition, it is the epicenter of a number of neurological
disorders that include Parkinson’s disease and Huntington’s dis-
ease as well as psychiatric disorders such as schizophrenia and
obsessive compulsive behavior.

Computational models of the BG have proved useful in many
aspects of neuroscience; including developing novel theories of
Parkinson’s disease and deep brain stimulation (DBS) (Rubin and
Terman, 2004) or testing novel functional anatomy involved in
action-selection (Gurney et al., 2001). Given its prominent role in
behavioral function as well as its clinical relevance, models of the
BG are important to many different aspects of neuroscience appli-
cation and research. One of particular importance to this work, is
neuromorphic engineering.

Neuromorphic engineering is a bottom–up approach to neu-
ral modeling where the single neuron dynamics are implemented
in hardware specific digital and analog circuits. The neurons
are then connected to each other through different levels of
communication fabric to create large neural simulations. These
low-power application specific options offer not only a mecha-
nism for simulating large-scale neural models but also a means
of embodying them in mobile agents. First introduced by Mead
(1989), modern manufacturing processes with higher yield and
transistor density have resulted in a renaissance for neuromor-
phic engineering. This is evidenced by a number of projects
such as FACETS/BrainScaleS (Schemmel et al., 2010), SpiNNaker
(Furber et al., 2012), Neurogrid (Gao et al., 2012), and SyNAPSE
(Merolla et al., 2011; Srinivasa and Cruz-Albrecht, 2012) to name
a few. Each of these have different methods of simulating and
abstracting models of the nervous system. However, they share
the common goal of creating large-scale models of the nervous
system.

One possible application for these low-power neuromorphic
processors is in neural control engineering. The work of Voss
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et al. (2004) demonstrated one of the first examples of combining
dynamical control theory and electrophysiology where the state
of a reduced neuron model was estimated using an unscented
Kalman filter. This helped establish the strategies for observing
and controlling the highly non-linear dynamics of neural systems.
Although that original application contained only a single neuron
and merely estimated the missing model parameters, subsequent
work has shown the robustness of this strategy in a number of
control and estimation paradigms (Abarbanel et al., 2008; Ullah
and Schiff, 2009, 2010; Schiff, 2010, 2012; Aprasoff and Donchin,
2012) .

Closed-loop control of DBS has been demonstrated as a poten-
tially more effective treatment of Parkinson’s disease than open-
loop configurations (Rosin et al., 2011). Model-based control
strategies may provide further clinical benefit as well as improved
power efficiency. A key component to power-efficiency may lie
in the neuromorphic hardware discussed above. Before these the-
ories can be put into practice the biophysical models of the BG
need to be further developed (Modolo et al., 2012). In addition,
more hardware friendly versions of those computational models
need to be explored.

The individual neurons that comprise the subcortical struc-
tures of the BG have distinct firing characteristics that are thought
to be essential for its function. These firing patterns are too
complex for simple neuron models such as the leaky-integrate-
and-fire (LIF) (Dayan and Abbott, 2005) and the more detailed
conductance based models are difficult to implement in hardware
(Rangan et al., 2010). In order to satisfy the firing requirements
and facilitate the realization of these models in hardware we are
proposing the use of the simple hybrid neuron of Izhikevich
(2003).

Simultaneously lauded for its ability to replicate a multitude of
neuronal dynamics (Izhikevich, 2007) and criticized for its lack
of stability (Touboul, 2009), the Izhikevich simple hybrid neu-
ron appears to be an ideal candidate for large-scale biologically
realistic models of the BG. However, its use in existing spiking
models has been sparse. The model presented by Igarashi et al.
(2011) utilized the hybrid model but only for neurons in the stria-
tum. The other nuclei are modeled using a conductance-based
integrate-and-fire model. Modolo et al. (2007a,b) incorporated
the simple Izhikevich neuron into a population based model.
However, the neuron parameters were selected to achieve single
neuron dynamics within the tonic regime described by Izhikevich
(2003). Similarly, Modolo et al. (2008) and Modolo and Beuter
(2009) explored a population-based model of the STN-GPe com-
plex that was also based on the simple hybrid neuron. In that
work, rather than just using the tonic regime, the firing dynam-
ics for both nuclei were replicated. Latteri et al. (2011) explored
the synchronization characteristics of a population of coupled
neurons. A single type of Izhikevich model was used with the sim-
ulations matching both experimental results and model results
based on the Morris-Lecar neuron model.

In this paper we expand the BG computational modeling land-
scape by recreating four published models of the BG using the
hybrid neuron. The motivation is to justify its use in develop-
ing novel BG theories as well as its inclusion in future neuro-
morphic hardware. The studies, outlined below, were selected

based on biological fidelity, functional significance, and level of
abstraction.

The network model of Humphries et al. (2006) simulated the
BG’s ability to resolve multiple competing signals using a physi-
ologically realistic neuron model. It was the first computational
model of action-selection to include experimentally observed fir-
ing properties of the BG neurons. The result of this effort was
a network that successfully demonstrated action-selection and
replicated the results of several experimental studies. This same
network was later used to study subthalamic DBS in Parkinson’s
disease (Humphries and Gurney, 2012).

While that network consisted of 960 neurons the BG net-
work of Rubin and Terman (2004) demonstrated the efficacy of
subthalamic DBS with only 50. The simplicity of the network
model combined with the comprehensive mathematical analysis
has made it a seminal work in BG modeling. The study empha-
sized the BG’s influence on the thalamus, how that is lost in
Parkinson’s disease and the paradoxical mechanism of action of
DBS in returning that influence.

The network model was later extended in the study presented
by Pirini et al. (2009). In that, the effects of DBS were framed in
the context of action-selection of two BG channels. The simula-
tions supported the conclusions of Rubin and Terman (2004) by
demonstrating similar results using an additional task.

The effects of correlated firing observed in Parkinson’s disease
at the single neuron level were presented in the study of Reitsma
et al. (2011). Three different patterns of firing observed experi-
mentally in the Parkinsonian BG were simulated and the results
illustrate how these pathological cases can affect BG performance.
Exploring single cell responses to correlated inputs is important in
understanding how population level effects translate down to sin-
gle cells. In addition, this helps in the elucidation of the important
properties of correlations (Cohen and Kohn, 2011).

These represent different but complementary approaches to
capturing the dynamics of the BG. The focus of this paper is
on faithfully replicating both the single neuron and overall net-
work dynamics while staying as close to the original architectures
as possible. Establishing the utility of the hybrid neuron at these
varying levels of detail creates a foundation for network models
amenable to hardware implementations.

2. MATERIALS AND METHODS
2.1. SIMPLE IZHIKEVICH NEURON
Hybrid neuron models are characterized by a set of continuous
non-linear spike functions and a discontinuous after-spike reset.
These models are derived from dynamical system theory and are
capable of replicating the firing activity of many cortical neu-
rons (Izhikevich, 2007). The model is expressed by the simple
membrane voltage equation,

dV

dt
= 0.04V2 + 5V + 140− u+ I, (1)

a recovery variable,

du

dt
= a(bV − u), (2)
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and the spike reset equations

if V ≥ 30, then

{
V ← c
u← u+ d.

The current I represents the sum of the total synaptic and exter-
nally applied currents. The synaptic influence on the cell is
defined by

Isyn = gsyn · (Esyn − V), (3)

where gsyn is the synaptic conductance and Esyn is the reversal
potential of the synapse. After the arrival of a spike the synaptic
currents are decayed based on

τsyn
dg

syn
i

dt
= −g

syn
i +

∑
Wjiδ

(
t − tj

)
, (4)

where g
syn
i is the synaptic conductance for neuron i and syn ∈

{E, I}, for excitatory and inhibitory synapses, respectively. In all
of the simulations presented here a Euler integration method is
used with time step τ = 1 ms.

2.2. MODELING BASAL GANGLIA NUCLEI
There are six nuclei in the classic model of the BG: the Striatum,
the external segment of the Globus Pallidus (GPe), the inter-
nal segment of the Globus Pallidus (GPi), the Subthalmic
Nucleus (STN), the Substania Nigra pars compacta (SNc), and
the Substania Nigra pars reticulata (SNr) (Obeso and Lanciego,
2011). The major input into these nuclei come from a large num-
ber of cortical areas. In fact, almost every layered neocortical
region contain outgoing connections from layer V into the stria-
tum of the BG (Bolam et al., 2000; Gerfen and Bolam, 2010). The
output connections are split mainly between the brainstem and
thalamus.

2.2.1. Dual pathways
There is a separation of the functional anatomy of the BG
nuclei that forms parallel paths through the organ. These paths
have been defined as the “direct” pathway, so named because
the input neurons directly connect to the output nuclei, and
the “indirect” pathway, named as such due to the elongated
path through the inner BG nuclei. The functional significance
of these paths is still debated, however, their existence is not.
Historically the pathways have been functionally separated as the
“go” (direct) and the “no-go” (indirect) pathways (O’Reilly, 2006;
Cohen and Frank, 2009; Shouno et al., 2009; Chakravarthy et al.,
2010; Krishnan et al., 2011). These dual pathways play a role
in the action-selection models presented here. However, using
the Humphries et al. (2006) terminology the direct pathway acts
as the “Selection” mechanism and the indirect pathway as the
“Control” mechanism.

2.2.2. Striatum
In primates the striatum can be separated into two functional
regions, the caudate and the putamen. The caudate is primarily
innervated by prefrontal cortical connections. While the putamen

receives afferents preferentially from the motor and somatosen-
sory regions (Gerfen and Bolam, 2010), they are often included
as a single unit since there no clear demarcation between the two.
In addition, there are overlaps in cortical input to the putamen
(Gerfen and Bolam, 2010).

The recipients of the cortical inputs are medium-size spiny
GABAergic neurons that comprise about 95% of the striatum
(Oorschot, 2010). These projection neurons are separated based
on their subcortical targets. The “direct” pathway neurons directly
innervate the output nuclei of the BG. Those neurons that
comprise the “indirect” pathway connect to the intermediate

STR

STN

GPe

TC

SNr

20 mV

10 pA
0.5 s

FIGURE 1 | Firing characteristics of single model neurons of the Basal

Ganglia. Many of the firing characteristics inherent to neurons of the BG
nuclei are captured by the simple hybrid model. The model parameters
used to achieve these patterns are Striatum (STR): (a = 0.02, b = 0.2,
c = −65.0, d = 8.0), Subthalmic Nucleus (STN): (a = 0.005, b = 0.265,
c = −65.0, d = 2.0), Globus Pallidus Externa (GPe): (a = 0.005, b = 0.585,
c = −65.0, d = 4.0), Thalamocortical Neuron (TC): (a = 0.002, b = 0.25,
c = −65.0, d = 0.05), Substania Nigra pars reticulata (SNr): (a = 0.005,
b = 0.32, c = −65.0, d = 2.0). Note that the globus pallidus interna (GPi)
response is not shown here but has similar firing characteristics to the GPe
neurons only with a higher basal level of firing.
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structures as described above. The remaining 5% of neurons are
interneurons that do not project beyond the boundaries of the
striatum.

For the networks described in this work, we selected parame-
ters that matched the medium-size spiny neurons of the striatum.
The model neuron in Figure 1 responds to increases in depolar-
izing inputs with an increase in firing rate. Notably absent are
the presence of “up” and “down” states observed in vivo. This
bistability contributes to the response to depolarizing currents
and in particular, the long-latency spike-discharges. The sim-
ple hybrid model used here is not capable of replicating those
dynamics, although there are versions of it that can (Izhikevich,
2007; Humphries et al., 2009). Despite this, the model is still suit-
able as the bistablity phenomena is unnecessary for the networks
replicated here and may not exist in vitro (Humphries et al., 2006).

2.2.3. Globus pallidus externa
The external segment of the Globus Pallidus is considered part of
the indirect pathway and is composed mainly of spontaneously
active inhibitory neurons that utilize GABA for neurotransmis-
sion. In the traditional BG models the inputs into the GPe are
GABAergic inhibitory connections from striatum as well as glu-
tamaterigc excitatory inputs from the subthalamic nucleus. The
major output targets are a feedback connection to the subthala-
mic nucleus and a forward connection to the internal segment
of the globus pallidus. However, in addition to these the GPe
also contains projections to the substania nigra and back to the
striatum.

The GPe neuron model presented in Figure 1 is intrinsically
active and responds to hyperpolarizations with a decrease in tonic
firing. Unlike the neuron models of Rubin and Terman (2004)
the simple hybrid model is unable to replicate the transition from
tonic firing to bursting in response to sufficient hyperpolariza-
tions. This however, did not appear to be a necessary property to
replicate the dynamics of the model.

2.2.4. Globus pallidus interna
The internal segment of the Globus Pallidus is one of the major
output nuclei of the BG. This area contains mostly inhibitory neu-
rons with a high level of basal activity (Humphries et al., 2006).
The major input connections are inhibitory innervations from
the GPe and the striatum as well as excitatory innervations from
the subthalamic nucleus. The GPi innervates the thalamus and
among other things is involved in limb and trunk movements.
The firing patterns of the GPi neurons employed here match those
of the GPe neurons presented above (not shown). They do how-
ever, have a higher level of basal activity (Rubin and Terman,
2004).

2.2.5. Subthalamic nucleus
The Subthalamis Nucleus appears to contain only one type of
neuron that is excitatory and releases glutamate (Gerfen and
Bolam, 2010). Input into the STN arise from the GPe but also
directly from the cortex. The latter innervations have been labeled
by some as the “hyperdirect” pathway since this avoids the stria-
tum directly.

The neurons of the STN model used here have spontaneous
activity of around 5–10 Hz. Physiologically this is due to voltage

activated Na+ channels. In addition, when a depolarizing cur-
rent is applied the STN model responds with a high-frequency
tonic firing and a quiescent period after sustained depolariza-
tion. The model will fire rebound bursts in response to sufficient
hyperpolarizations (see Figure 1). Missing from this model are
the spontaneous bursts in the absence of inputs as well as plateau
deploarizations as observed experimentally. The simple hybrid
model is incapable of including all of the STN cell dynamics.

2.2.6. Substania Nigra pars compacta
Included here only for completeness, the Substania Nigra pars
compacta is at the core of the dopaminergic system of the mid-
brain. These neurons are spontaneously active and provide tonic
and phasic releases of dopamine at about 5 Hz (Cohen and Frank,
2009). The neurons of the SNc are densely connected and prin-
cipally output to the patch/matrix layout of the striatum. The
ventral region of the SNc connects to small islands or patches
spatially segregated in the striatum. While the neurons of the dor-
sal SNc project to the regions surrounding the patches, referred
to as the matrix (Gerfen and Bolam, 2010). The functional
implications of this organization are still unknown.

2.2.7. Substania Nigra pars reticulata
The Substania Nigra pars reticulata is the other output nuclei of
the BG and is responsible for head, neck and eye movements.
The SNr is comprised mainly of GABAergic inhibitory neurons
and similar to the GPi has a high basal level of activity. The SNr
receives inputs from STN and striatum and outputs to the supe-
rior colliculus, the thalamus and the pedunculopontine nucleus.
Figure 1 presents the single neuron dynamics of the SNr used
here.

2.2.8. Thalamus
It is theorized that the primary role of the thalamus is to modulate
and process the information entering the cortex (Sherman and
Guillery, 2002). A thalamocortical relay neuron is used here to
model that influence. These are bimodal neurons that alternate

FIGURE 2 | Action-selection network model (Humphries et al., 2006).
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between a tonic firing mode and a burst firing mode depending
on the voltage and time dependent CA2+ T-current (Sherman,
2001).

Parameters were selected to achieve the dual firing modes
described in Sherman (2001). They do not fire spontaneously but
when in the tonic mode show an increase in firing rate in response
to larger depolarizing currents. In the burst mode, when subjected
to sustained hyperpolarizing input, the model neurons respond
with periods of bursting that is dependent on the strength and
duration of the applied current (see Figure 1).

2.3. A PHYSIOLOGICALLY PLAUSIBLE MODEL OF ACTION-SELECTION
Conceptually, action-selection is the arbitration of competing sig-
nals and the role of the BG is to select the most appropriate one.
The complex circuitry of the BG is active in gating information
flow in the frontal cortex and the selection mechanism can affect
simple action all the way up to behaviors and cognitive processing
(Cohen and Frank, 2009). To explore that mechanism in a phys-
iologically meaningful way, Humphries et al. (2006) connected
populations of realistic “spiking neurons” configured using the
functional anatomy of Gurney et al. (2001). The biological fidelity
of the model was validated at the population level as well as
single-unit recordings from networks replicating anesthetized or
lesioned conditions. This was the first network model recreated
here.

The network exploits the concept of competing anatomical
channels within the BG. Three separate channels were con-
structed using the layout of Figure 2. Each population consisted
of 64 neurons per channel with the parameters of Table 1A.
Most connections of the model were focused projections where
post-synaptic connections were randomly sampled within a
channel using the probability ρc = 0.25. However, the diffuse
projections listed in Table 1B, spanned all channels and the
connection probability ρc was divided among each of those.
This is consistent with the more diffuse outputs from the STN
(Haber, 2010). Cortical inputs to the striatum were simulated
as Poisson random spikes. The synaptic parameters are listed in
Table 1C.

2.4. THE PARKINSONIAN BG AND DEEP BRAIN STIMULATION
The modeling study of Rubin and Terman (2004) presented a
network level explanation for the mechanism of action of DBS.
In Parkinson’s disease there is a marked loss of dopaminergic
cells in the SNc. The reduction in tonic and phasic dopamine
onto the BG nuclei results in, among many other phenomena, a
rhythmic synchronization of the major output nuclei of the BG.
Within the computational model this resulted in a decrease in
the ability of thalamocortical neurons to respond to depolarizing
cortical inputs. It was hypothesized that this loss of relay fidelity
is one of the underlying causes for many clinical Parkinsonian
symptoms.

The network, referred to as the RT Model, is illustrated
in Figure 3A. It consists of four populations: the GPe, STN,
GPi and thalamus. With the exception of the thalamus, that
contains 2 neurons, each population has 16 neurons. Unlike
the action-selection model presented above, the RT model
maintained consistent network connectivity that was exactly

Table 1 | Parameters for the model of action-selection.

Neural region a b c d Iapp (pA)

A. NEURON PARAMETERS

STR (D1/D2) 0.02 0.2 −65.0 8.0 0.0

SNr 0.005 0.320 −65.0 2.0 25.0

STN 0.005 0.265 −65.0 2.0 20.0

GPe 0.005 0.585 −65.0 4.0 5.0

Source→ destination Synaptic conductance Delay (ms)

B. CONNECTIONS

Cortical input→ STR 0.2 11

Cortical input→ STN 0.2 6

Striatum D1→ SNr 0.12 6

Striatum D2→ GPe 0.1 6

GPe→ STN 0.025 6

GPe→ GPe 0.025 2

GPe→ SNr 0.015 6

SNr→ SNr 0.015 6

STN→ SNr focused 0.075 2

STN→ SNr diffuse 0.35 2

STN→ GPe focused 0.075 2

STN→ GPe diffuse 0.35 2

Parameter Value

C. SYNAPTIC PARAMETERS

τge 5 (ms)

τgi 100 (ms)

Eexc 0 (mV)

Einh −80 (mV)

Vrest 0 (mV)

the same used by Rubin and Terman (2004). Figure 3B illus-
trates the connectivity patterns for individual neurons of the
network.

The parameters used for the neurons of the RT model are
listed in Table 2A. Note that similar to the original model a
constant input current, Iapp, is added to each of the neurons
to increase the basal activity. The synaptic conductances were
randomly selected from a normal distribution with the ranges
specified in Table 2B. There are two sources of depolarizing input
current used in this model. Both follow an equation of the
form

I = iχ · H
(

sin
2πt

ρχ

)
·
(

1−H

(
sin

2π(t + δχ)

ρχ

))
, (5)

where H is the Heaviside function and χ ∈ {SM, DBS}, SM and
DBS, are somatomotor and DBS, respectively. The values used for
each of these currents is presented in Table 2C. The synaptic delay,
imposed by the simulator, was 2 ms. The synaptic parameters
matched those in Table 1C.

The role of the STN and GPe in this model is to create the
patterns of activity within the GPi that are observed experimen-
tally. As discussed above, the GPi is the major output nuclei and
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is responsible here for appropriately controlling the activity of the
thalamic neurons. The role of the thalamus in this case is sim-
plified into a relay station; responsible for appropriately relaying
depolarizing signals from somatomotor inputs.

Under the normal mode of operation the nuclei of the BG
produce irregular firing patterns and the thalamus is capable of
relaying somatomotor information reliably. In the Parkinsonian

Table 2 | Model parameters for Parkinson’s disease model.

Neural region a b c d Iapp (pA)

A. NEURON PARAMETERS

GPe 0.005 0.585 −65.0 4.0 5.0
GPi 0.005 1.2 −65.0 4.0 7.0
STN 0.005 0.265 −65.0 2.0 15.0
TC 0.002 0.25 −65.0 0.05 0.0

Source→ destination Synaptic conductance range

Low High

B. CONNECTIONS

GPe→ GPe 0.1 0.2
GPe→ STN 0.1 0.2
GPe→ GPi 0.3 0.4
STN→ GPe 0.2 0.3
STN→ GPi 0.5 0.6
GPi→ TC 0.02 0.0225

Parameter Value

C. INPUT PARAMETERS

iSM 30 (pA)
δSM 3 (ms)
ρSM 25 (ms)
iDBS 130 (pA)
δDBS 1 (ms)
ρDBS 8 (ms)

state the GPe and STN nuclei have more regular synchronized
firing rates and the thalamic relay fidelity is greatly diminished.
Similar to the original work the Parkinsonian mode is accom-
plished by reducing GPe→ GPe to 0 as well as reducing the
current Iapp to −19. This follows the procedure of Rubin and
Terman (2004) and is based on the activity patterns of Terman
et al. (2002). Finally, the application of DBS to the STN is used to
restore relay capabilities while in the Parkinsonian state.

To quantitatively evaluate the performance of the model in
each of the three states, an error index measure was introduced
in Rubin and Terman (2004). This is defined as

EI = m+ e

t
, (6)

where m, representing misses, is the number of somatomotor
signals that were not relayed, e, erroneous, is the number of
responses that result in multiple spikes and t is the total num-
ber of stimulus inputs. The error index evaluation was completed
by running 20 simulations of the model in each of the modes
described above. Each run resulted in different results due to the
randomly selected connection weights described in Table 2B. The
error index was calculated for each of the TC cells and a box and
whisker plot were created to compare with Rubin and Terman
(2004).

2.5. RESTORING ACTION-SELECTION IN THE PARKINSONIAN BASAL
GANGLIA

In addition to exploring different sites of DBS application, the
work of Pirini et al. (2009) divided the RT model into 2 dis-
tinct control channels and added a striatal current into the GPi,
representing the direct pathway discussed above. The model was
capable of demonstrating simple two channel action-selection by
way of disinhibition. The successful switching between channels
was lost under Parkinsonian conditions but could be restored by
the application of DBS into the STN.

The exact two channel network from Pirini et al. (2009) was
constructed here. The network layout and individual neuron

A B

FIGURE 3 | (A) Network layout of Rubin and Terman (2004). (B) Individual neuron connections.
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connections matched those of Figure 3 and the parameters of
Table 2 were used with some modifications to handle the change
in network configuration as well as the stochastic input pattern.
The somatomotor input into the TC cells was reduced to 24.5 pA
and the duration, δSM was changed to 4 ms. In addition, the pulse
times were randomly selected from an exponential distribution
with a mean of 15 Hz. The DBS current was reduced to 50 pA and
the period ρDBS was reduced to 7 ms to more closely match the
original work.

The action-selection mechanism signaled by the striatum is
modeled as a current input into the GPi nucleus. Under normal
conditions the current values are IOn = 0 pA and IOff = 27 pA.
For the Parkinsonian condition the values are set to IOn = 0 pA
and IOff = 22 pA to represent the loss of striatal inputs into the
GPi. Each state lasts 2 s before switching.

2.6. THALAMIC RELAY FIDELITY BETWEEN THE BG AND THALAMUS
Correlated firing in neuronal ensembles is important in both
understanding information encoding and in interpreting func-
tional anatomy (Cohen and Kohn, 2011). Correlated activity in
many brain regions has been linked to stimulus decoding and dis-
crimination, attention, and motor behavior (de la Rocha et al.,
2007). In addition, highly correlated firing has been associated
with pathological conditions. In the BG in particular, corre-
lated activity of globus pallidus internal (GPi) neurons is associ-
ated with Parkinson’s disease or pharmacological agents causing
Parkinsonian like conditions (Reitsma et al., 2011).

Reitsma et al. (2011) explored the implications the temporal
relationships that emerge from the GPi have on the relay fidelity of
the thalamic neurons they innervate. In the Parkinsonian BG the
firing patterns become increasingly oscillatory with pronounced
bursting. This synchronous fire rate can have deleterious effects
on the functionality of the BG. The consequence of those patterns
of activity on thalamocortical relay fidelity was explored through
correlation analysis of a computational model.

One conclusion of that work was that the integrate-and-fire-
or-burst (IFB) neuron model demonstrated similar firing patterns
and correlation transfer to that of a conductance-based model.
This not only strengthened the overall conclusions of the study
but also motivated the authors to suggest the IFB model as a suit-
able replacement for the conductance-based model in correlation
studies. Here, we explore if a similar result can be accomplished
with the hybrid neuron.

The IFB model achieves the bursting dynamics of TC cells
through the inclusion of a T-type calcium channel. When the
membrane voltage is hyperpolarized the inactivation gate of the
channel begins to deinactivate. When the membrane voltage is
depolarized the channel remains activated until the gate is rein-
activated. Unlike the IFB model, the hybrid neuron used here
does not have an explicit bursting mechanism. Instead the recov-
ery variable is used to put the neuron with the bursting regime
of the phase-portrait (Izhikevich, 2007). Reitsma et al. (2011)
demonstrated that although the T-current is required to replicate
the physiological spike patterns, it is not needed to demonstrate
transfer of correlations. However, our goal here was to repli-
cate both the physiological spike patterns of the thalamocortical
neurons as well as the correlation transfer.

The model consists of two spiking thalamocortical (TC) neu-
rons subjected to inhibitory input from an engineered GPi signal
as well as an excitatory input representing cortical innervations.
This is illustrated in Figure 4. Each TC neuron receives indepen-
dently generated 20 Hz Poisson random excitatory inputs. The
GPi spike trains are generated by inhomogeneous Poisson rate
functions defined as λ(t), with a fraction, f , of spikes overlap-
ping between each TC neuron. For values of f > 0 a single spike
train with rate λ(t)/f is constructed. Each cell then samples from
this spike train with probability f . For f = 0 two Poisson random
spike trains are generated using a common rate function λ(t).

The model and corresponding analysis was computed using
the numerical programming language Octave (Eaton et al., 2008).
Table 3 presents the parameters used in the model. The simple
hybrid neuron of section 2.1 is used, however, to increase the
stability of the simulations under the increased synaptic activity
of the GPi the hybrid solution method from Izhikevich (2010)
was employed. The hybrid numerical method treats the synaptic
influence implicitly resulting in a linear dependence on the future
value of the membrane voltage.

2.6.1. Input patterns
Consistent with the original work, four different GPi input pat-
terns are constructed to emulate normal and Parkinsonian condi-
tions observed experimentally. Samples of the rate functions are

FIGURE 4 | Correlation network configuration (Reitsma et al., 2011).

Table 3 | Parameters for the model of correlation transfer.

Parameter Value

a 0.002

b 0.25

c −65.0

d 0.05

ge 0.12

τe 6.0 (ms)

Ve 0.0 (mV)

gi 0.09

τi 15.0 (ms)

Vi −85.0 (mV)
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illustrated in Figure 5A. The normal input is a constant 70 Hz
Poisson random spike train.

The first Parkinsonian pattern, labeled oscillatory, is con-
structed as a sum of 21 sine waves. The individual sine waves
have frequencies ranging from 5 to 15 Hz with step changes of
0.5 Hz between them. These are weighted by a Gaussian distribu-
tion with a mean of 10 Hz and a variance of 1.5 Hz; resulting in
the 10 Hz component dominating the rate function. The phase of
the sine waves are then randomly shifted and summed together.
The resulting function is then amplified by 50 Hz and shifted
up by 150 Hz. Any negative values are set to zero. Although
constructed differently than those described in Reitsma (2010);
Reitsma et al. (2011), the resulting function qualitatively matches
the samples presented there. In addition, the resulting functions
exhibited a distinct peak at 10 Hz, see Figure 5A below, similar
to the original work. The second Parkinsonian pattern, labeled
Bursty, consists of a basal level of firing at 70 Hz interrupted by
random bursts stepping to 470 Hz. The duration of each burst is
selected from a Gaussian distribution with a mean of 30 ms and
a variance of 10 ms. The time between bursts is selected from
a Poisson distribution with a mean of 70 ms. The final input
pattern, labeled Oscillatory Bursty, is constructed similar to the
bursty case, however, the inter-burst-interval is selected from a
Gaussian distribution with a mean of 30 ms and a variance of
10 ms. This results in more periodic bursts.

These rate functions are then used to generate Poisson
random spike trains. Examples of these spike trains are
presented in Figure 5B with the corresponding TC neu-
ron response in Figure 5C. These patterns were selected
by Reitsma et al. (2011) to replicate firing patterns and
overall spike rates found in the GPi under Parkinsonian
conditions.

2.6.2. TC model spike response
Both interspike interval (ISI) distributions and power spectra
were computed on the model TC cells for comparisons with
the original work. The power spectra was computed for the
TC model spike response as well as the corresponding GPi
and cortical inputs using the point process multi-taper spec-
trum analysis from the Chronux software package (Bokil et al.,
2010).

2.6.3. Correlation calculations
The measure of correlation is calculated using the Pearson’s
correlation coefficient. This is a spike count measurement that
compares the number of spikes that occur over a window of
length T defined as

ρ(t) = cov(n1(T), n2(T))

[var(n1(T)) · var(n2(T))]1/2
, (7)
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FIGURE 5 | Example GPi spike patterns and TC cell responses for each of the four modes. (A) Example input rate functions. Resulting GPi spike trains,
(B), and TC Cell responses, (C).
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where cov is the covariance, var is the variance and n1(T) and
n2(T) are spike counts at window T.

The correlation coefficient is used to calculate the correla-
tion susceptibility that quantifies the degree to which correlations
are transferred through the model. This is computed using the
equation

ρout(T) = S(T)ρin(T)− k, (8)

where ρin and ρout are the GPi input correlation coefficient and
the TC output correlation coefficient, respectively.

To demonstrate how sensitive the TC neurons were to corre-
lated input the correlation coefficients were calculated for f =
0, 0.25, 0.5, 0.75, 1.0 and similar to Reitsma et al. (2011) a sam-
ple bootstrap method was used to generate confidence intervals
on the analysis. For each value of f , 30 simulations of were run
for 100 s each. This resulted in 150 pairs of correlation coeffi-
cients. A straight line was then fit between the values of ρin and
ρout to find the correlation susceptibility S based on the slope
of the line. This was completed over a range of window sizes T.
The 150 pairs were then sampled with replacement to generate a
new set correlation coefficients and S values. This resampling was
completed 1000 times to generate 98% confidence bands for each
value of T.

2.7. HRLSim
With the exception of the correlation study, all of the mod-
els were simulated using the HRLSim neural simulator package
(Thibeault, 2012). HRLSim is the first distributed GPGPU spik-
ing neural simulation environment. It currently supports two
different point neuron implementations, the Leaky Integrate-
and-Fire (LIF) model and the simple hybrid Izhikevich model.
With an emphasis on high-performance, HRLSim was developed
to support the modeling efforts of the SyNAPSE project and its
team members. It has also proven extremely useful as a gen-
eral neural simulation environment for other studies (Srinivasa
and Cho, 2012; O’Brien and Srinivasa, 2013; Srinivasa and Jiang,
2013).

3. RESULTS
3.1. ACTION-SELECTION
The action-selection model of Figure 2 was first tuned to match
the original model of Humphries et al. (2006). Using the model-
as-animal strategy, 15 simulations were completed with different
randomly connected networks. From each of those simulations 3
cell indexes were randomly selected and the overall activity rate
of the last 9 s of simulation were computed for those neurons.
The mean rates and 95% confidence intervals were then com-
puted to ensure the activity was in similar ranges to Humphries
et al. (2006). This is presented in Figure 6. In addition, the spike
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FIGURE 6 | Basal activity of the model of action-selection.

Upper left: The mean rates for the STN, GPe, and SNr
qualitatively match the simulated and experimental results of

Humphries et al. (2006). Remaining plots: The spike rasters for
each of the nuclei are overlaid with the corresponding
spike-count firing rates.
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rasters and binned spike count rate functions are included. The
overall mean firing rate results are in good agreement with the
original work as well as with the experimental results referenced
there.

Using the protocol of Humphries et al. (2006) for normal lev-
els of dopamine the ability of the models to appropriately select
the most salient input was first simulated using two of the three
channels. Figure 7A illustrates the two channel action-selection
results. Initially the network is at its basal level of activity with a
3 Hz Poisson input. At 1 s the input for channel 1 is increased to
20 Hz, causing, through disinhibition, the selection of that chan-
nel. At 2.5 s a 40 Hz cortical input is injected into Channel 2. The
activity of channel 1 is pushed up to its basal level of activity
and the channel 2 output is inhibited causing it to be selected.
This selection mechanism is more decisive than the one presented
in Humphries et al. (2006). In the original work the previously
selected channel had an increase in activity that was only slightly
above the selection limit. To build on this result we tested the
selection capabilities of all three channels, something that was

A

B

FIGURE 7 | Action-selection performance. The model is capable of
appropriate selecting the most salient input between two competing
channels (A) as well as three competing channels (B).

not part of the original work. The results of this are presented
in Figure 7B as well as in Figure 8 where the spike rasters of
the model nuclei are plotted with the overlaid spike count rate
functions. This is an encouraging result and suggests that the
functional anatomy of the original work can be extended to more
than three channels.

3.2. THE PARKINSONIAN BG AND DEEP BRAIN STIMULATION
In the normal mode the BG nuclei have irregular firing patterns
with interspike interval coefficients of variation ≥1.0. With this
irregular pattern of activity the thalamus is capable of reliably
transmitting the somatomotor signals (see Figure 9A).

In Parkinson’s disease, the firing pattern of the BG neurons
have been reported to have regular synchronous firing patterns
(Walters and Bergstrom, 2010). In Figure 9B it can be seen
that the BG nuclei begin to fire synchronously. The neurons of
the STN separate into two distinct populations with different
phases of bursting. The periods of bursting oscillate around 4 Hz
which is consistent with synchronous oscillations observed in
the Parkinsonian BG (Walters and Bergstrom, 2010). This syn-
chronous activity results in a marked loss of thalamic relay. As
noted by Rubin and Terman (2004) the GPi activity is affected by
the periods of bursting in the GPe, where the GPi would otherwise
fire tonically.

The application of DBS to the STN results in an increased fir-
ing rate and a disruption of the synchronous oscillations of the
BG nuclei. This disruption in the oscillatory activity is sufficient
to restore the relay fidelity of the thalamus (see Figure 9C).

The results of Figure 9 are quantified in Figure 10. Here the
normal and DBS modes of the model result in EI medians that
are comparable. Although the spreads are somewhat dissimilar,
neither overlaps with the much higher values measured in the
Parkinsonian state.

3.3. RESTORING ACTION-SELECTION IN THE PARKINSONIAN BASAL
GANGLIA

The modified RT network of Pirini et al. (2009) puts the theo-
retical concepts of the previous sections into a dynamical model
of action-selection. The results of this experiment are shown in
Figure 11. Once again the loss of faithful relay can be alleviated
with the application of DBS to the STN.

3.4. BG CORRELATION TRANSFER
3.4.1. Firing patterns
Validating the generated GPi input spike trains was completed
by the spectral power analysis presented in Figure 12A. As in
Reitsma et al. (2011) the Oscillatory and Oscillatory Bursty pat-
terns have clear spectral peaks at 10 Hz, while the Normal and
Bursty cases have no obvious peak. As expected the cortical inputs
lack a peak in the frequency range of interest (see Figure 12B).

The parameters for the model were selected based on the TC
cells firing patterns and spectral analysis. Although the Normal
and Bursty spectral powers do peak around 10 Hz, there are oscil-
lations present in both (see Figure 12C). Consistent with the
original work, the Oscillatory and Oscillatory Bursty cases both
have more distinct peaks around 10 Hz. The discrepancies are
likely due to analysis parameters and the way GPi inputs were
generated, as discussed below.
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FIGURE 8 | Network response to competing inputs; spike rasters of the major nuclei of the BG action-selection with the spike count rates overlaid.

There is a clear bimodality to the interspike interval his-
togram of Figure 12D, which is consistent with the original work.
However, the first peak, at 10 ms, is lower than the 30 ms peak
described by Reitsma et al. (2011). This may be a product of
that model using a refractory period of 5 ms, possibly resulting in
slower bursts. It may also be a product of the way the dynamical
correlate of the T-current is produced in the hybrid model. This
would cause the inputs to recruit the bursting regime of the model
in a different or perhaps less efficient way than the IFB or con-
ductance based models used in Reitsma et al. (2011). Despite the
slight differences, the firing patterns of the hybrid model in this
network are still in general agreement with Reitsma et al. (2011).

3.4.2. Correlation susceptibility
The general susceptibility analysis, Figure 12F, qualitatively
matches the results of Reitsma et al. (2011), however, the mag-
nitude of the steady-state values are consistently lower than the
original work. Similar results were found for our implemen-
tation of the IFB model (not presented), suggesting that the

discrepancy in the magnitude of the susceptibility may arise due
to differences in the way the input signals are generated. The
correlation coefficients for T = 95 ms, Figure 12E, when fit with
a linear curve illustrates the different slopes produced by the
four input patterns tested. The Bursty and Oscillatory Bursty
cases here have input correlation coefficients that are always
greater than zero, even when f = 0. This is a product of gen-
erating the spike trains using a common time-dependent rate
function.

In the work of Reitsma et al. (2011) the susceptibility values
reach an asymptote around T = 200 ms. Here for the Normal
and Oscillatory cases that plateau is reached much earlier, around
T = 100 ms. The implications of this are unclear but they do not
appear to affect the conclusion that the bursty inputs cause an
increase in correlation susceptibility. In addition, this further sup-
ports the conclusion that the correlation results of Reitsma et al.
(2011) are independent of model details. That combined with
the fire pattern results above, helps validate the use of the simple
hybrid model in correlation studies.
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FIGURE 9 | Simulated recovery of TC relay fidelity. (A) Under normal BG
activity the thalamus is capable of relaying somatomotor inputs. (B) Under
Parkinsonian conditions the BG nuclei fall into oscillatory firing patterns TC
relay capabilities are greatly diminished. (C) Application of DBS to the STN
restores lost TC relay fidelity.

4. DISCUSSION
4.1. PHYSIOLOGICAL MODEL OF ACTION-SELECTION
An interesting result of this work that was absent from Humphries
et al. (2006) was the use of a neuron model that could replicate
experimental dynamics at both the single neuron and popula-
tion levels. Even with the added current source the LIF neuron
employed by Humphries et al. (2006) is unable to completely

FIGURE 10 | Error index statistics. Allowing the network connection
weights to randomly change over 20 simulations results in the Normal and
DBS modes operating with less errors than the PD mode.

replicate the complex fire patterns presented in Figure 1. It was
argued that the most relevant dynamics are included and given
that the model of Humphries et al. (2006) was able to repli-
cate experimental results, it can be argued that the individual
neuron dynamics may not be necessary. However, as illustrated
by the results in Figure 7, the model presented here was able
to not only selected the most salient input but also drive the
activity of the previously activated channel clearly away from
the selection limit. The selection results presented by Humphries
et al. (2006) as well as by independent testing of the model
(not presented) demonstrated a sufficient but modest increase
in the activity of the previously selected channel. The increased
activity of our model is large enough to push the previous
channel back to its basal level of firing; reducing the possibil-
ity of selecting undesired or multiple channels. The mechanism
for the improved selection capabilities is unclear and remains
a focus of future studies. In addition, in the future this model
will be extended to include a larger number of channels to
determine how feasible it is to scale beyond the three presented
here.

The original rate based model of Gurney et al. (2001) was
converted into the spiking domain by Stewart et al. (2010)
using LIF neurons and the Neural Engineering Framework
(Eliasmith and Anderson, 2003). It was then expanded to
include both action-selection and reward learning (Stewart
et al., 2012). The combination of action-selection and
reinforcement-learning is another aspect of this model we
plan to explore.

4.2. THE PARKINSONIAN BG
Rubin and Terman (2004) offered one of the first models provid-
ing an explanation for the paradoxical therapeutic effects of DBS
in a Parkinsonian BG. The data driven extension of this work pre-
sented by Guo et al. (2008) further supported these results and
linked its theories to experimental recordings. A similar exten-
sion was performed by Meijer et al. (2011) where the relay fidelity
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FIGURE 11 | Parkinsonian fire patterns result in a loss of accurate selection capabilities.

of a single TC neuron in response to different DBS parameters
was explored. Similarly, Dorval et al. (2010) used the RT model to
complement human subject experiments exploring the regularity
of DBS inputs.

The majority of these studies support the results of the work
presented here and the theory that oscillatory inputs into the
thalamus from the GPi negatively affect relay fidelity of the thala-
mus. In addition, constant inputs from the GPi, arising from DBS
application, result in more effective relay in the thalamus (Rubin
et al., 2012).

There have been a number of studies that have extended the
RT model to explore the therapeutic effects of different DBS
locations, protocols and strategies (Hahn and McIntyre, 2010;
Guo and Rubin, 2011; Agarwal and Sarma, 2012), as well as
closed loop configurations (Feng et al., 2007) and medicated
states (Frank, 2005). Similarly, the inverse relationship between
frequency and stimulus amplitude in clinically effective DBS
has been explored with the RT Model (Cagnan et al., 2009).
Similar extensions are planned for the network model presented
here.

4.3. THALAMIC RELAY FIDELITY BETWEEN THE BG AND THALAMUS
The correlation study of Reitsma et al. (2011) highlighted
that a number of point neuron models were capable of
demonstrating how the pattern of firing in the GPi could
affect correlation transfer in the thalamus. That firing pat-
terns observed in the Parkinsonian BG result in increased
correlation susceptibility of the thalamus was also found in
the work presented here. This could provide an explana-
tion for some of the pathological hallmarks of Parkinson’s
disease.

Although it was shown that the T-current, required for TC
neuron bursting, is responsible for the spike pattern of the
model, it does not appear to have an effect on the correlation
transfer (Reitsma et al., 2011). Here however, we were able to
demonstrate both similar spiking patterns as well as similar corre-
lation susceptibility as the models with higher biological fidelity.
These results open up a number of future studies employing the
hybrid model. This includes a frequency space analysis of the
correlation transfer as well as a more thorough mathematical
analysis of the relationship between GPi inhibition and spike
correlation.

4.4. BG MODELS IN NEUROMORPHIC HARDWARE
The complexity of the neuron models explored in the orig-
inal studies require a level of population specificity that is
undesirable in generic hardware implementations. Although the
LIF neurons of Humphries et al. (2006) are ideal for neuro-
morphic hardware, the gated synaptic currents as well as the
piecewise calcium currents would require circuitry specific to
a nuclei type and would greatly diminish the generality of the
system.

The motivations for embedding BG models in hardware sys-
tems go beyond the obvious applications to intelligent agents
and neurorobotics. It has been shown that the model based
control concepts introduced in section 1 have a number of
clinical and practical applications (Schiff, 2012). In addition
to the control system computations, are the numerical calcula-
tions required for simulating the model aspect of the observer.
Combining the control system with neuromorphic hardware, per-
haps in a system on chip, would significantly reduce the power
consumption and provide a solution appropriate for portable
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realization. As emphasized in Schiff (2010), even if the results
of closing the loop are a reduction in battery life the model-
based paradigm would be beneficial. Ideally, extended battery
life will be accompanied by clinical improvements and stud-
ies cited here support the presence of both in closed-loop
strategies.

Model based or model predictor control systems work as state
estimators where the dynamics of the model are used to predict
the state of the current system. That prediction is then corrected
with new measurements. These allows us to incorporate the pre-
dictions of the system’s state as well as sensor estimates with the
real sensor information to get a better estimate of the actual
state. Figure 13 is a simplified overview of how these models
would fit into such a control system. This is a brief example of
how these models and neuromorphic hardware fit in with model
based control strategies, for a more extensive review see Schiff
(2012).

There are a number of issues, however, beyond implemen-
tation difficulties that need to be resolved before model-based
control strategies will prove useful. The level of realism required
in the neuron model is still unclear at this point. Schiff (2010) was
able to demonstrate model-based control of DBS using the simple
neuron implementation of Rubin and Terman (2004). Although
computationally cheaper than the full conductance based mod-
els, this still suffers from the problems discussed above. A logical
next step in this work will be to show that the simple hybrid
neuron can also be effective in model-based control strategies of
DBS.

This concept may also prove efficacious in brain com-
puter interfaces (BCI). Rather than contributing to the dynamic
changes in brain dynamics, BCI applications would be used in
estimating state and decoding measurements. This is a con-
cept that, although promising, has proven difficult to achieve
(Schiff, 2012). Low-power realizations of these systems, as
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DBS

FIGURE 13 | Simplified example of how these models fit in a model based control DBS paradigm.

suggested here, offer a cost-effective option as BCI theories
mature.

Finally, the most important point on the study of neural con-
trol engineering is that often the best model is not the most
physiological one, but the one that best reduces error (Schiff,
2012). This is important because focusing too much on model
adequacy may take away from the more important task of pro-
ducing better therapies. An important question that will need
to be answered in this case is, how detailed does a BG net-
work model need to be in order to prove effective in estimating
pathological conditions? The next step in this work is to begin
developing strategies based on the these models and the con-
trol theoretic approaches of Voss et al. (2004) and Schiff (2010,
2012).

Ultimately, until models are capable of predicting thera-
peutic outcomes, either through realistic biological results or
through a dimensionality reduced interpretations, the patholog-
ical BG models will remain just a complement to physiological
experiments.

5. CONCLUSIONS
The networks utilizing the simple hybrid neuron presented
here may offer a mechanism for revealing mathematical
details of BG function and dysfunction that are hidden
by the complexity of other models. An immediate exten-
sion that highlights that concept is in the parameter explo-
ration of the RT model. The computational efficiency of the
network presented in section 2.4 has allowed us to begin
exploring the parameter space using a commodity comput-
ing cluster. Sweeps can be completed in hours as opposed
to months of computing it would take to explore the origi-
nal RT Model. We hope to present details of this in future
publications.

Although we have chosen the Izhikevich hybrid neuron,
there are other neuron models that could have been employed.

The most obvious choice is the adaptive exponential integrate-
and-fire neuron (Brette and Gerstner, 2005). Given the sim-
ilarities of the two models we would predict the existence
of parameter sets that would provide similar results. Rate
or the population based models may also be an option.
These, as well as the feasibility of their hardware imple-
mentations, are options that should be explored in the
future.

Using the simple hybrid neuron, or any point neuron model,
in such small networks and deriving biologically significant
meaning from them can be unreliable. Care must be taken
when interpreting the results in the context of both patho-
logical conditions as well as clinical therapies. The traditional
niche for the simple hybrid neuron has really been in large-
scale modeling. The more biologically realistic conductance
based neuron models are generally recommended for single
and small-scale network studies (Izhikevich, 2007). In addition
to those presented above, one of the primary motivations for
using the simple model lie in the intention to construct large-
scale models of the BG. This work presents the foundations
for those future studies and the results demonstrate that the
hybrid model is capable of capturing many of the relevant BG
responses and dynamics. These studies are meant to comple-
ment experimental research as well as the more detailed modeling
efforts.

ACKNOWLEDGMENTS
The authors gratefully acknowledge the support for this work by
Defense Advanced Research Projects Agency (DARPA) SyNAPSE
grant HRL0011-09-C-001. The views, opinions, and/or find-
ings contained in this article are those of the authors and
should not be interpreted as representing the official views or
policies, either expressed or implied, of the DARPA or the
Department of Defense. Approved for public release, distribution
unlimited.

Frontiers in Computational Neuroscience www.frontiersin.org July 2013 | Volume 7 | Article 88 | 15

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Thibeault and Srinivasa Hybrid neuron basal ganglia models

REFERENCES
Abarbanel, H. D. I., Creveling, D. R.,

and Jeanne, J. M. (2008). Estimation
of parameters in nonlinear sys-
tems using balanced synchroniza-
tion. Phys. Rev. E 77, 016208. doi:
10.1103/PhysRevE.77.016208

Agarwal, R., and Sarma, S. (2012). The
effects of dbs patterns on basal gan-
glia activity and thalamic relay. J.
Comput. Neurosci. 33, 151–167. doi:
10.1007/s10827-011-0379-z

Aprasoff, J., and Donchin, O. (2012).
Correlations in state space can cause
sub-optimal adaptation of opti-
mal feedback control models. J.
Comput. Neurosci. 32, 297–307. doi:
10.1007/s10827-011-0350-z

Bokil, H., Andrews, P., Kulkarni, J. E.,
Mehta, S., and Mitra, P. P. (2010).
Chronux: a platform for analyz-
ing neural signals. J. Neurosci.
Methods 192, 146–151. doi:
10.1016/j.jneumeth.2010.06.020

Bolam, J., Hanley, J., Booth,
P., and Bevan, M. (2000).
Synaptic organisation of the
basal ganglia. J. Anatomy 196,
527–542. doi: 10.1046/j.1469-
7580.2000.19640527.x

Brette, R., and Gerstner, W. (2005).
Adaptive exponential integrate-
and-fire model as an effective
description of neuronal activity. J.
Neurophysiol. 94, 3637–3642. doi:
10.1152/jn.00686.2005

Cagnan, H., Meijer, H. G. E.,
Van Gils, S. A., Krupa, M.,
Heida, T., Rudolph, M., et al.
(2009). Frequency-selectivity of a
thalamocortical relay neuron during
Parkinson’s disease and deep brain
stimulation: a computational study.
Eur. J. Neurosci. 30, 1306–1317. doi:
10.1111/j.1460-9568.2009.06922.x

Chakravarthy, V., Joseph, D., and Bapi,
R. (2010). What do the basal
ganglia do? a modeling perspec-
tive. Biol. Cybern. 103, 237–253. doi:
10.1007/s00422-010-0401-y

Cohen, M. R., and Kohn, A. (2011).
Measuring and interpreting neu-
ronal correlations. Nat. Neurosci.
14, 811–819. doi: 10.1038/nn.2842

Cohen, M. X., and Frank, M. J. (2009).
Neurocomputational models of
basal ganglia function in learn-
ing, memory and choice. Behav.
Brain Res. 199, 141–156. doi:
10.1016/j.bbr.2008.09.029

Dayan, P., and Abbott, L. F.
(2005). Theoretical Neuroscience:
Computational and Mathematical
Modeling of Neural Systems.
Cambridge, MA: The MIT Press.

de la Rocha, J., Doiron, B., Shea-
Brown, E., Josic, K., and Reyes, A.
(2007). Correlation between neu-
ral spike trains increases with firing

rate. Nature 448, 802–806. doi:
10.1038/nature06028

Dorval, A. D., Kuncel, A. M., Birdno,
M. J., Turner, D. A., and Grill, W. M.
(2010). Deep brain stimulation
alleviates parkinsonian bradykine-
sia by regularizing pallidal activity.
J. Neurophysiol. 104, 911–921. doi:
10.1152/jn.00103.2010

Eaton, J. W., Bateman, D., and
Hauberg, S. (2008). GNU Octave
Manual Version 3. Bristol: Network
Theory Limited.

Eliasmith, C., and Anderson, C. H.
(2003). Neural Engineering:
Computation, Representation,
and Dynamics in Neurobiological
Systems. Cambridge, MA: MIT
Press.

Feng, X.-J., Shea-Brown, E., Greenwald,
B., Kosut, R., and Rabitz, H. (2007).
Optimal deep brain stimulation of
the subthalamic nucleus – a compu-
tational study. J. Comput. Neurosci.
23, 265–282. doi: 10.1007/s10827-
007-0031-0

Frank, M. J. (2005). Dynamic
dopamine modulation in the
basal ganglia: a neurocompu-
tational account of cognitive
deficits in medicated and non-
medicated parkinsonism. J.
Cogn. Neurosci. 17, 51–72. doi:
10.1162/0898929052880093

Furber, S., Lester, D., Plana, L.,
Garside, J., Painkras, E., Temple,
S., et al. (2012). Overview of the
spinnaker system architecture.
IEEE Trans. Comput. 99, 1. doi:
10.1109/TC.2012.142

Gao, P., Benjamin, B. V., and Boahen,
K. (2012). Dynamical system guided
mapping of quantitative neuronal
models onto neuromorphic hard-
ware. IEEE Trans. Circuits Syst.
I Regul. Pap. 59, 2383–2394. doi:
10.1109/TCSI.2012.2188956

Gerfen, C. R., and Bolam, J. P.
(2010). “The neuroanatomical
organization of the basal ganglia,”
in Handbook of Basal Ganglia
Structure and Function. Volume 20
of Handbook of Behavioral
Neuroscience, eds H. Steiner and
K. Y. Tseng (Amsterdam: Elsevier),
3–28.

Guo, Y., and Rubin, J. E. (2011). Multi-
site stimulation of subthalamic
nucleus diminishes thalamocor-
tical relay errors in a biophysical
network model. Neural Netw. 24,
602–616. doi: 10.1016/j.neunet.
2011.03.010

Guo, Y., Rubin, J. E., McIntyre, C. C.,
Vitek, J. L., and Terman, D. (2008).
Thalamocortical relay fidelity varies
across subthalamic nucleus deep
brain stimulation protocols in a
data-driven computational model.

J. Neurophysiol. 99, 1477–1492. doi:
10.1152/jn.01080.2007

Gurney, K., Prescott, T. J., and
Redgrave, P. (2001). A com-
putational model of action
selection in the basal ganglia.
ii. analysis and simulation of
behaviour. Biol. Cybern. 84, 411.
doi: 10.1007/PL00007984

Haber, S. N. (2010). “Integrative
networks across basal ganglia cir-
cuits,” in Handbook of Basal Ganglia
Structure and Function. Volume 20
of Handbook of Behavioral
Neuroscience, eds H. Steiner
and K. Y. Tseng (Amsterdam:
Elsevier), 409–427.

Hahn, P., and McIntyre, C. (2010).
Modeling shifts in the rate and pat-
tern of subthalamopallidal network
activity during deep brain stimu-
lation. J. Comput. Neurosci. 28,
425–441. doi: 10.1007/s10827-010-
0225-8

Humphries, M. D., and Gurney, K.
(2012). Network effects of subtha-
lamic deep brain stimulation drive a
unique mixture of responses in basal
ganglia output. Eur. J. Neurosci.
36, 2240–2251. doi: 10.1111/j.1460-
9568.2012.08085.x

Humphries, M. D., Lepora, N.,
Wood, R., and Gurney, K.
(2009). Capturing dopamin-
ergic modulation and bimodal
membrane behaviour of striatal
medium spiny neurons in accu-
rate, reduced models. Front.
Comput. Neurosci. 3:00026. doi:
10.3389/neuro.10.026.2009

Humphries, M. D., Stewart, R. D.,
and Gurney, K. N. (2006). A
physiologically plausible model
of action selection and oscillatory
activity in the basal ganglia. J.
Neurosci. 26, 12921–12942. doi:
10.1523/JNEUROSCI.3486-06.2006

Igarashi, J., Shouno, O., Fukai, T.,
and Tsujino, H. (2011). Real-
time simulation of a spiking neural
network model of the basal gan-
glia circuitry using general purpose
computing on graphics processing
units. Neural Netw. 24, 950–960.
doi: 10.1016/j.neunet.2011.06.008

Izhikevich, E. (2003). Simple model
of spiking neurons. IEEE Trans.
Neural Netw. 14, 1569–1572. doi:
10.1109/TNN.2003.820440

Izhikevich, E. M. (2007). Dynamical
Systems in Neuroscience. Cambridge,
MA: The MIT Press.

Izhikevich, E. M. (2010). Hybrid spik-
ing models. Philos. Trans. R. Soc.
A Math. Phys. Eng. Sci. 368, 5061–
5070.

Krishnan, R., Ratnadurai, S.,
Subramanian, D., Chakravarthy,
V., and Rengaswamy, M. (2011).

Modeling the role of basal gan-
glia in saccade generation: is the
indirect pathway the explorer?
Neural Netw. 24, 801–813. doi:
10.1016/j.neunet.2011.06.002

Latteri, A., Arena, P., and Mazzone, P.
(2011). Characterizing deep brain
stimulation effects in computation-
ally efficient neural network mod-
els. Nonlin. Biomed. Phys. 5:2. doi:
10.1186/1753-4631-5-2

Mead, C. (1989). Analog VLSI and
Neural Systems. Reading: Addison-
Wesley.

Meijer, H. G. E., Krupa, M., Cagnan,
H., Lourens, M. A. J., Heida, T.,
Martens, H. C. F., et al. (2011).
From parkinsonian thalamic activ-
ity to restoring thalamic relay
using deep brain stimulation: new
insights from computational mod-
eling. J. Neural Eng. 8:066005. doi:
10.1088/1741-2560/8/6/066005

Merolla, P., Arthur, J., Akopyan,
F., Imam, N., Manohar, R., and
Modha, D. (2011). “A digi-
tal neurosynaptic core using
embedded crossbar mem-
ory with 45pj per spike in
45nm,” in Custom Integrated
Circuits Conference (CICC), 2011
IEEE (San Jose, CA), 1–4. doi:
10.1109/CICC.2011.6055294

Modolo, J., and Beuter, A. (2009).
Linking brain dynamics, neural
mechanisms, and deep brain
stimulation in Parkinson’s
disease: An integrated per-
spective. Med. Eng. Phys. 31,
615–623. doi: 10.1016/j.medengphy.
2009.01.005

Modolo, J., Beuter, A., Thomas,
A. W., and Legros, A. (2012).
Using “smart stimulators” to treat
Parkinson’s disease: re-engineering
neurostimulation devices. Front.
Comput. Neurosci. 6:69. doi:
10.3389/fncom.2012.00069

Modolo, J., Mosekilde, E., and Beuter,
A. (2007a). New insights offered
by a computational model of
deep brain stimulation. J.
Physiol. Paris 101, 56–63. doi:
10.1016/j.jphysparis.2007.10.007

Modolo, J., Garenne, A., Henry, J., and
Beuter, A. (2007b). Development
and validation of a neural pop-
ulation model based on the
dynamics of a discontinuous mem-
brane potential neuron model. J.
Integr. Neurosci. 6, 625–655. doi:
10.1142/S0219635207001672

Modolo, J., Henry, J., and Beuter,
A. (2008). Dynamics of the
subthalamo-pallidal complex
in Parkinson’s disease during
deep brain stimulation. J.
Biol. Phys. 34, 251–266. doi:
10.1007/s10867-008-9095-y

Frontiers in Computational Neuroscience www.frontiersin.org July 2013 | Volume 7 | Article 88 | 16

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Thibeault and Srinivasa Hybrid neuron basal ganglia models

Obeso, J. A., and Lanciego, J. L.
(2011). Past, present and
future of the pathophysiologi-
cal model of the basal ganglia.
Front. Neuroanat. 5:00039. doi:
10.3389/fnana.2011.00039

O’Brien, M. J., and Srinivasa, N.
(2013). A spiking neural model
for stable reinforcement of synapses
based on multiple distal rewards.
Neural Comput. 25, 123–156. doi:
10.1162/NECO_a_00387

Oorschot, D. E. (2010). “Cell types
in the different nuclei of the
basal ganglia,” in Handbook
of Basal Ganglia Structure and
Function. Volume 20 of Handbook
of Behavioral Neuroscience,
eds H. Steiner and K. Y. Tseng
(Amsterdam: Elsevier), 63–74.

O’Reilly, R. C. (2006). Biologically
based computational mod-
els of high-level cognition.
Science 314, 91–94. doi:
10.1126/science.1127242

Pirini, M., Rocchi, L., Sensi, M., and
Chiari, L. (2009). A computational
modelling approach to investigate
different targets in deep brain stim-
ulation for Parkinson’s disease. J.
Comput. Neurosci. 26, 91–107. doi:
10.1007/s10827-008-0100-z

Rangan, V., Ghosh, A., Aparin, V.,
and Cauwenberghs, G. (2010).
A subthreshold avlsi implemen-
tation of the izhikevich simple
neuron model. Conf. Proc.
IEEE Eng. Med. Biol. Soc. 2010,
4164–4167. doi: 10.1109/IEMBS.
2010.5627392

Reitsma, P. (2010). The transfer
of correlations from basal ganglia
to thalamus in Parkinson’s dis-
ease. Master’s thesis, University of
Pittsburgh, Pittsburgh, PA.

Reitsma, P., Doiron, B., and Rubin,
J. E. (2011). Correlation transfer
from basal ganglia to thalamus
in Parkinson’s disease. Front.
Comput. Neurosci. 5:58. doi:
10.3389/fncom.2011.00058

Rosin, B., Slovik, M., Mitelman,
R., Rivlin-Etzion, M., Haber, S.,

Israel, Z., et al. (2011). Closed-
loop deep brain stimulation is
superior in ameliorating parkin-
sonism. Neuron 72, 370–384. doi:
10.1016/j.neuron.2011.08.023

Rubin, J., and Terman, D. (2004). High
frequency stimulation of the sub-
thalamic nucleus eliminates patho-
logical thalamic rhythmicity in a
computational model. J. Comput.
Neurosci. 16, 211–235. doi: 10.1023/
B:JCNS.0000025686.47117.67

Rubin, J. E., McIntyre, C. C., Turner,
R. S., and Wichmann, T. (2012).
Basal ganglia activity patterns
in parkinsonism and com-
putational modeling of their
downstream effects. Eur. J.
Neurosci. 36, 2213–2228. doi:
10.1111/j.1460-9568.2012.08108.x

Schemmel, J., Brüderle, D., Grübl, A.,
Hock, M., Meier, K., and Millner,
S. (2010). A wafer-scale neuromor-
phic hardware system for large-scale
neural modeling. Proceedings of the
2010 IEEE International Symposium
on Circuits and Systems (ISCAS"10)
(Paris, France), 1947–1950. doi:
10.1109/ISCAS.2010.5536970

Schiff, S. J. (2010). Towards model-
based control of Parkinson’s dis-
ease. Philos. Trans. R. S. A Math.
Phys. Eng. Sci. 368, 2269–2308. doi:
10.1098/rsta.2010.0050

Schiff, S. J. (2012). Neural Control
Engineering The Emerging
Intersection between Control Theory
and Neuroscience. Cambridge, MA:
The MIT Press.

Sherman, S. (2001). Tonic and burst
firing: dual modes of thalamocor-
tical relay. Trends Neurosci. 24,
122–126. doi: 10.1016/S0166-2236
(00)01714-8

Sherman, S. M., and Guillery, R. W.
(2002). The role of the thalamus
in the flow of information to the
cortex. Philos. Trans. R. Soc. Lond.
B Biol. Sci. 357, 1695–1708. doi:
10.1098/rstb.2002.1161

Shouno, O., Takeuchi, J., and Tsujino,
H. (2009). “A spiking neuron
model of the basal ganglia circuitry

that can generate behavioral vari-
ability,” in The Basal Ganglia
IX. Volume 58 of Advances in
Behavioral Biology, eds J. Bures, I.
Kopin, B. McEwen, K. Pribram, J.
Rosenblatt, and L. Weiskranz (New
York, NY: Springer), 191–200.

Srinivasa, N., and Cho, Y. (2012). Self-
organizing spiking neural model
for learning fault-tolerant spatio-
motor transformations. IEEE
Trans. Neural Netw. Learn. Syst. 23,
1526–1538. doi: 10.1109/TNNLS.
2012.2207738

Srinivasa, N., and Cruz-Albrecht,
J. (2012). Neuromorphic
adaptive plastic scalable elec-
tronics: analog learning systems.
IEEE Pulse 3, 51–56. doi:
10.1109/MPUL.2011.2175639

Srinivasa, N., and Jiang, Q. (2013).
Stable learning of functional
maps in self-organizing spiking
neural networks with continu-
ous synaptic plasticity. Front.
Comput. Neurosci. 7:10. doi:
10.3389/fncom.2013.00010

Stewart, T., Choo, X., and Eliasmith,
C. (2010). “Dynamic behaviour
of a spiking model of action
selection in the basal ganglia,” in
10th International Conference on
Cognitive Modeling, (Philadelphia,
PA: Drexel University), 235–240.

Stewart, T. C., Bekolay, T., and
Eliasmith, C. (2012). Learning
to select actions with spiking
neurons in the basal ganglia.
Front. Neurosci. 6:00002. doi:
10.3389/fnins.2012.00002

Thibeault, C. M. (2012).
Computational neuroscience:
theory, development and applica-
tions in modeling the basal ganglia.
University of Nevada, Reno. Ann
Arbor: ProQuest/UMI, (Publication
No. AAT 3550403).

Touboul, J. (2009). Importance of
the cutoff value in the quadratic
adaptive integrate-and-fire model.
Neural Comput. 21, 2114–2122. doi:
10.1162/neco.2009.09-08-853

Ullah, G., and Schiff, S. J. (2009).
Tracking and control of neu-
ronal hodgkin-huxley dynamics.
Phys. Rev. E 79:040901. doi:
10.1103/PhysRevE.79.040901

Ullah, G., and Schiff, S. J. (2010).
Assimilating seizure dynamics.
PLoS Comput. Biol. 6:e1000776. doi:
10.1371/journal.pcbi.1000776

Voss, H. U., Timmer, J., and Kurths, J.
(2004). Nonlinear dynamical sys-
tem identification from uncertain
and indirect measurements. I. J.
Bifurcat. Chaos 14, 1905–1933. doi:
10.1142/s0218127404010345

Walters, J. R., and Bergstrom, D. A.
(2010). “Synchronous activity in
basal ganglia circuits,” in Handbook
of Basal Ganglia Structure and
Function. Volume 20 of Handbook
of Behavioral Neuroscience,
eds H. Steiner and K. Y. Tseng
(Amsterdam: Elsevier), 429–443.

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 02 May 2013; accepted: 15 June
2013; published online: 05 July 2013.
Citation: Thibeault CM and Srinivasa N
(2013) Using a hybrid neuron in phys-
iologically inspired models of the basal
ganglia. Front. Comput. Neurosci. 7:88.
doi: 10.3389/fncom.2013.00088

Frontiers in Computational Neuroscience www.frontiersin.org July 2013 | Volume 7 | Article 88 | 17

Terman, D., Rubin, J. E., Yew, A. C.,
and Wilson, C. J. (2002). Activity
patterns in a model for the sub-
thalamopallidal network of the
basal ganglia. J. Neurosci. 22,
2963–2976.

Copyright © 2013 HRL Laboratories
LLC. This is an open-access article dis-
tributed under the terms of the Creative
Commons Attribution License, which
permits use, distribution and reproduc-
tion in other forums, provided the origi-
nal authors and source are credited and
subject to any copyright notices concern-
ing any third-party graphics etc.

http://dx.doi.org/10.3389/fncom.2013.00088
http://dx.doi.org/10.3389/fncom.2013.00088
http://dx.doi.org/10.3389/fncom.2013.00088
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive

	Using a hybrid neuron in physiologically inspired models of the basal ganglia
	Introduction
	Materials and Methods
	Simple Izhikevich Neuron
	Modeling Basal Ganglia Nuclei
	Dual pathways
	Striatum
	Globus pallidus externa
	Globus pallidus interna
	Subthalamic nucleus
	Substania Nigra pars compacta
	Substania Nigra pars reticulata
	Thalamus

	A Physiologically Plausible Model of Action-Selection
	The Parkinsonian BG and Deep Brain Stimulation
	Restoring Action-Selection in the Parkinsonian Basal Ganglia
	Thalamic Relay Fidelity Between the BG and Thalamus
	Input patterns
	TC model spike response
	Correlation calculations

	HRLSim

	Results
	Action-Selection
	The Parkinsonian BG and Deep Brain Stimulation
	Restoring Action-Selection in the Parkinsonian Basal Ganglia
	BG Correlation Transfer
	Firing patterns
	Correlation susceptibility


	Discussion
	Physiological Model of Action-Selection
	The Parkinsonian BG
	Thalamic Relay Fidelity between the BG and Thalamus
	BG Models in Neuromorphic Hardware

	Conclusions
	Acknowledgments
	References


