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Premotor cortex is critical for goal-directed actions
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Shifting between motor plans is often necessary for adaptive behavior. When faced
with changing consequences of one’s actions, it is often imperative to switch from
automatic actions to deliberative and controlled actions. The pre-supplementary motor
area (pre-SMA) in primates, akin to the premotor cortex (M2) in mice, has been
implicated in motor learning and planning, and action switching. We hypothesized that
M2 would be differentially involved in goal-directed actions, which are controlled by
their consequences vs. habits, which are more dependent on their past reinforcement
history and less on their consequences. To investigate this, we performed M2 lesions
in mice and then concurrently trained them to press the same lever for the same food
reward using two different schedules of reinforcement that differentially bias towards
the use of goal-directed versus habitual action strategies. We then probed whether
actions were dependent on their expected consequence through outcome revaluation
testing. We uncovered that M2 lesions did not affect the acquisition of lever-pressing.
However, in mice with M2 lesions, lever-pressing was insensitive to changes in expected
outcome value following goal-directed training. However, habitual actions were intact. We
confirmed a role for M2 in goal-directed but not habitual actions in separate groups of
mice trained on the individual schedules biasing towards goal-directed versus habitual
actions. These data indicate that M2 is critical for actions to be updated based on their
consequences, and suggest that habitual action strategies may not require processing by
M2 and the updating of motor plans.
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Adaptive behavior requires the ability to change motor plans
depending on the consequence of actions. It has been pre-
viously shown that distinct instrumental processes—goal-
directed versus habitual—can be used during action selection
(Adams and Dickinson, 1981). In goal-directed behavior actions
are selected based on the causal relation between their perfor-
mance and expected consequences (outcomes); i.e., changing the
value of the expected outcome of an action would change the
probability of selecting that action. In contrast, habitual or auto-
matic actions are thought to depend more on the history of rein-
forcement of that action and less on the expected consequences at
the moment of selection (Dickinson, 1985; Colwill and Rescorla,
1986). The performance of well-learned actions in an automatic
or habitual manner may be very efficient for daily functioning.
However, changing circumstances can alter the expected conse-
quence of actions, and in those situations it may be advantageous
to be able to control which actions to take in a goal-directed
manner.

The distinction between goal-directed and habitual actions
can be seen in the different control over actions by expected
outcome value following random ratio (RR) and random inter-
val (RI) schedule training, respectively (Adams and Dickinson,
1981; Adams, 1982; Dickinson et al., 1983; Colwill and Rescorla,
1985). Historically, RR schedules bias towards use of goal-directed

action strategies with a strong correlation between action rate
and reward rate. In contrast, the uncertainty in the action-
reward contiguity found in RI schedules biases towards the use
of habitual action strategies (Derusso, 2010). Recently, we have
shown that mice concurrently trained on RR and RI schedules will
readily shift between goal-directed and habitual action strategies
(Gremel and Costa, 2013).

Previous work has suggested that the pre-supplementary
motor area (pre-SMA) in primates is involved not only in the
learning of new actions, but also in the updating of motor
plans based on the consequences of the actions, as evidenced
by involvement in response inhibition, action switching and
action timing (Rushworth et al., 2002; Hoshi and Tanji, 2004;
Isoda and Hikosaka, 2007; Obeso et al., 2013). In this study,
we investigated whether goal-directed action strategies, which
require control based on changes in expected outcome value,
depend on premotor cortex function. We evaluated the effects of
lesions of the premotor cortex (M2) in mice—which is thought to
be roughly equivalent to primate pre-SMA (Yin, 2009; Sul et al.,
2011)—on the content of learning in an appetitive single-lever
pressing task. We concurrently trained mice to make a very similar
lever-press (same lever, same location) for the same food reward
using a goal-directed versus habitual action strategy. We found
that M2 lesions only disrupted actions controlled by the expected
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outcome value. We confirmed this in separate groups of M2 lesion
mice trained only to make goal-directed or only habitual actions.
These findings show that while goal-directed actions depend
upon M2, habitual action strategies are executed independently
of processing by M2 and suggest the automatic actions do not
require updating of motor plans.

MATERIALS AND METHODS
MICE
Male C57Bl/6J mice (n = 45) were purchased from The Jackson
Laboratory (Harbor, ME), and at least eight weeks of age at the
start of experiments. All procedures were approved by the NIAAA
ACUC and done in accordance with NIH guidelines.

SURGERY AND HISTOLOGY
Mice were anesthetized with isofluorane (1–2%) to stereotaxi-
cally (Kopf, CA, USA) target anterior M2 (from Bregma (mm);
anteroposterior +1.34, mediolateral ±0.75, and dorsoventral (rel-
ative to skull) −1.25). To induce bilateral excitotoxic lesions to
M2, ibotenic acid 0.3 µl (10 mg/ml in saline) was infused via
Hamilton syringe (0.05 µl/min/side) or injector connected to a
pump (Razel, Scientific) (0.1µl/min/side). Ibotenic acid was used
because it lesions local neurons while sparing fibers of passage.
For Sham mice, the Hamilton syringe or injector was lowered
to the target site but no infusion was given. Mice were allowed
to recover for at least 10 days before the start of behavioral
procedures. Post-experimental procedures mice were perfused
and brains post-fixed with 4% w/v paraformaldehyde, with lesion
placement identified through Nissl staining of 50 µm brain slices.

BEHAVIORAL PROCEDURES
All behavioral training and testing generally took place as pre-
viously described (Hilário, 2007). In brief, mice were placed
in operant chambers housed in sound attenuating boxes (Med-
Associates, St. Albans, VT) and trained to press a single lever (left
or right of a central food magazine) that was present the entire
duration of the session. Mice lever-pressed for an outcome of
either regular “chow” pellets (20 mg pellet, Bio-Serve formula
F05684) or sucrose solution (20–30 µl of 20% solution) that
were delivered into the food magazine. The other outcome was
provided later in their home-cage and used as a control for general
satiation in the revaluation test. Before training commenced, mice
were food restricted to 90% of their baseline weight at which they
were maintained for the duration of experimental procedures.
Water was available at all times in the home cage.

WITHIN-SUBJECT DESIGN
Mice were trained to shift between goal-directed and habitual
actions strategies using a recently developed within-subject design
(Figure 1B) (Gremel and Costa, 2013). We used different sched-
ules of reinforcement to bias use of different action strategies; RR
schedules were used to bias acquisition of goal-directed actions,
while RI schedules were used to bias development of habitual
actions. In RR (X) schedules, reinforcement follows after an
average number (X) of actions have been made. Under RI (Y)
schedules, the first action after an average time period (Y) has
passed is reinforced. A probability distribution of p = 0.10 was

used for all schedules. For example, in an RI60 schedule, on
average one reinforcer is delivered upon the first press after 60
sec since the last reinforcer. For an RR20 schedule, on average
one reinforcer is delivered ever 20 lever presses. Each day mice
were trained in two separate operant chambers distinguished by
contextual cues (black and white striped walls vs. clear plexiglass).
For each mouse, the order of schedule exposure, lever position
and the outcome obtained upon lever press were kept constant
across contexts. However, mice were counterbalanced for context,
schedule order, lever position, and outcome earned. Each training
session commenced with illumination of the house light and lever
extension, and ended following schedule completion or after 60
min with the lever retracting and the house-light turning off.

On the first day, mice were trained to approach the food maga-
zine (no lever present) to retrieve a food outcome in each context
on a random time (RT) schedule, with an outcome delivered on
average every 60 sec for a total of 15 min. Next, in the absence
of any predictive stimuli (e.g., cue light) mice were trained on
continuous reinforcement schedules (CRF) in each context, where
every lever-press made was reinforced with the same outcome,
with the possible number of earned outcomes increasing across
training days (5, 15, and 30 outcomes). After acquiring lever-
press behavior, mice were trained on RI30 and RR10 schedules
of reinforcement for two days, followed by four days of RI60 and
RR20 schedule training. Schedules were differentiated by context,
with the possibility of earning 15 outcomes in each context. The
session ended after delivery of the 15th outcome or after 60
min had elapsed, with the lever retracting and the house light
extinguishing.

Acquisition training was followed by an outcome revaluation
test, in which sensory-specific satiation was used to probe the
degree to which an action in each training context was sensitive
to changes in value (Adams and Dickinson, 1981; Hilário, 2007).
Testing was conducted across two days, the Valued day and the
Devalued day. In brief, on the Valued day, mice had 1 hr ad libitum
access to the home-cage outcome. On the Devalued day, mice
were given 1 hr ad libitum access to the outcome previously earned
by lever-press. Following pre-feeding on both Valued and Deval-
ued days, mice were given brief (5 min) non-reinforced probe
tests in RI and RR training contexts, and lever-press behavior was
examined. Order of context exposure during testing was the same
as training exposure, with order of revaluation day (Valued vs.
Devalued) counterbalanced across mice.

INDIVIDUAL-SCHEDULE TRAINING
Acquisition proceeded as described above in the within-subject
design, except that each group of mice was trained in a single
context on either a RR or RI schedule of reinforcement. On
the first day, mice were trained to approach the food magazine
(no lever present) on a RT schedule, with a reinforcer delivered
on average every 60 sec for a total of 15 min. Mice were then
trained on a CRF schedule, with the potential earned rewards
increasing across three days (5, 15, and 30 potential rewards).
After acquiring lever-press behavior, mice were trained either on
a RI (two days of RI30 followed by four days of RI60) or a RR
(two days of RR10, followed by four days of RR20) schedule. To
equate to the total number of possible outcomes earned during
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FIGURE 1 | M2 lesions disrupt the ability to shift between automatic and

goal-directed actions in the same animal. Representative picture of an M2
lesion (A), with the area of lesion outlined in the box in the left panel enlarged
in the right panel. Bottom panels are illustrated examples showing
approximately the largest (black) and smallest (grey) extent of the lesions
observed. (B) Schematic of experimental design. During acquisition, mice
were concurrently trained under random interval (RI) and random ratio (RR)
reinforcement schedules to press a similar lever for the same outcome. A
separate outcome was provided daily in the home cage. Mice then
underwent outcome revaluation testing comprising Valued (pre-fed
home-cage outcome) and Devalued (pre-fed operant outcome) days. (C–F)

Lever-pressing behavior during acquisition of concurrent RI (left panel) and RR
(right panel) schedules, showing the effects of M2 lesions on the number of
lever presses made (C), the rate of lever pressing (D), the number of rewards
earned (E), or head entries (F) during RI and RR schedule training. Mice then
underwent subsequent outcome revaluation testing. (G) Shown is normalized
lever pressing [Lever presses for each Revaluation state (Valued or Devalued
state)/total Lever presses (Valued + Devalued states)] during outcome
revaluation testing for Sham and M2 lesion mice. Non-reinforced lever
pressing in previously RI and RR training contexts was examined on both
Valued (black bars) and Devalued (grey bars) days. Error bars = ± SEM. * =
Bonferroni corrected p < 0.05.
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within-subject experiments, mice had the opportunity to earn 30
outcomes within a 60 min session, in which after 60 min had
passed the lever-retracted and the house light is extinguished.

DATA ANALYSIS
Pre-planned repeated-measures ANOVAs were used to examine
effects of Lesion group and Training day on lever-press related
behaviors during acquisition under RI and RR schedules of rein-
forcement. Lever pressing during outcome revaluation testing was
normalized (lever-presses for each revaluation state normalized
to total lever-presses during Valued and Devalued revaluation
states), and preplanned 2-way ANOVA (Revaluation state ×
Schedule) analyses on the effects of outcome revaluation were
analyzed for each lesion group. Follow-up planned paired com-
parisons were Bonferroni corrected. An α = 0.05 was used for all
analyses.

RESULTS
LESIONS OF PREMOTOR CORTEX IN MICE
Ibotenic acid injections into M2 induced substantial damage
within M2 (example shown in Figure 1A). Mice included in the
study showed none or only slight lesion spread into surrounding
cortices (primary motor cortex M1, and anterior cingulate Cg)
(Figure 1A). To avoid any potential confound in the conclusions,
mice with more extensive lesions to surrounding cortices (n = 7)
were excluded from the behavioral analyses. Therefore, the final
group sizes for the within-subject experiment were the following:
n = 6 for Sham mice and n = 7 for M2 lesion mice. For mice
trained solely on the RR schedule, group size was n = 7 for Sham
mice, and n = 4 for M2 lesion mice: for mice trained exclusively
on the RI schedule, group size was n = 7 for Sham mice and n = 6
for M2 lesion mice.

PREMOTOR CORTEX LESIONS DO NOT AFFECT ACQUISITION OF
LEVER-PRESS BEHAVIOR
We first concurrently trained mice to lever-press a similar
lever for the same food reward in two different contexts using
different schedules that bias towards goal-directed (RR) ver-
sus habitual (RI) action strategies (Figure 1B) (see Methods,
Gremel and Costa, 2013). M2 lesions had little effect on the
acquisition of lever-press related behavior under either RI or
RR schedules of reinforcement (Figure 1). A repeated-measures
ANOVA (Lesion group × Training day) performed for each
schedule showed both groups increased the number of lever
presses (Figure 1C) (main effect of Training day; RI context:
F8,88 = 9.78, p < 0.0001; RR context: F8,88 = 13.72, p < 0.0001)
and response rate (Figure 1D) (main effect of Training day; RI
context: F8,88 = 5.83, p < 0.0001; RR context: F8,88 = 6.36, p
< 0.0001) across training under each schedule (no interactions
or main effect Lesion group under either schedule). Further,
Sham and M2 lesion mice earned similar rewards (Figure 1E) (no
interaction or main effect of Lesion group, main effect of Training
day; RI context: F8,88 = 10.39, p < 0.0001; RR context: F8,88 =
5.34, p < 0.0001) and made a similar number of head entries
(Figure 1F) (no interaction or main effects) during RI and RR
schedule training. These findings confirm previous reports (Yin,
2009), and suggest that lesions of mouse M2 cortex did not impair

their ability to learn a new appetitive action, in this case a lever-
press, to obtain a food reward.

PREMOTOR CORTEX IS NECESSARY FOR ACTIONS TO BE UPDATED
FOLLOWING OUTCOME REVALUATION
Mice trained concurrently on RR and RI schedules underwent
subsequent outcome revaluation testing to examine the sensitivity
of lever-press behavior in each training context to changes in
expected outcome value (Figure 1B). Planned ANOVAs (Reval-
uation state × Schedule) performed on lever-pressing for each
lesion group showed that Sham mice selectively reduced the
number of lever-presses only in the RR context following outcome
devaluation, but had similar lever-presses between Valued and
Devalued states in the RI context (Figure 1G) (interaction: F1,22

= 3.95, p = 0.05) (RR context: Bonferroni corrected p < 0.05; RI
context p > 0.05). Hence, intact mice were able to shift between
performing goal-directed actions in the RR context, and habitual
actions in the RI context. In contrast, M2 lesion mice were
habitual in both RI and RR training contexts, with no reduction
in lever-presses in either context following outcome devaluation
(Figure 1G) (interaction: F1,24 = 1.10, p > 0.3). M2 lesions did not
affect consumption of either pellets or sucrose during outcome
revaluation pre-feeding (no interaction; pellets Sham = 0.52 g ±
0.05, pellets M2 lesion = 0.60 g ± 0.18; sucrose Sham = 0.82 g ±
0.09, sucrose M2 lesion = 0.95 g ± 0.05) (ps’ > 0.05). These data
suggest that although lesioned mice were able to perform lever
pressing, M2 lesions rendered the executed actions insensitive
to changes in outcome value, and biased mice towards the use
habitual action strategies.

THE EFFECTS OF PREMOTOR CORTEX LESIONS CANNOT BE
ATTRIBUTED TO DEFICITS IN USING CONTEXTUAL INFORMATION
In the experiments described above the same animal learned to
perform goal-directed pressing in one context and habitual press-
ing in another context. Therefore, one potential alternative expla-
nation would be that M2 lesions interfered with the ability of mice
to use contextual information to guide the shift between goal-
directed and habitual action strategies. We therefore performed
an experiment in which separate groups of Sham and M2 lesioned
mice were trained on either RI or RR schedules of reinforcement
(Figures 2A,G). Although M2 lesions appeared to interact differ-
ently with RR and RI lever-press acquisition, repeated-measures
ANOVA (Lesion group × Training day) performed on acquisition
data under each schedule did not reveal a significant effect of
M2 lesions on the number of lever presses during acquisition in
either the RI (Figure 2B) (main effect of Training day: F8,96 =
11.80, p < 0.0001; or RR (Figure 2H) (F8,72 = 27.40, p < 0.0001)
schedules. Further, there were no significant effects of M2 lesions
on response rate in either schedule (Figures 2C,I) (main effect
of Training day; RI schedule only: F8,96 = 15.60, p < 0.0001;
RR schedule only: F8,72 = 8.72, p < 0.0001). This was reflected
in the lack of significant interactions between Lesion group and
Training day, and unsupported by planned comparisons which
did not reveal any significant differences. Sham and M2 lesion
mice earned similar rewards across training under both schedules
(Figures 2D,J) (main effect of Training day; RI schedule only:
F8,96 = 24.90, p < 0.0001; RR schedule only: F8,72 = 21.04,
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FIGURE 2 | M2 lesions disrupt goal-directed actions but spare habitual

actions. Separate groups of mice were trained to lever press for an outcome
under only RI or only RR schedules of reinforcement, and then underwent
subsequent outcome revaluation testing. (A) Schematic of experimental
design. Mice were trained to press a lever only under a random interval (RI)
reinforcement schedule, and then underwent outcome revaluation testing.
(B–F) Effect of M2 lesions on acquisition under RI schedule on the average
number of lever-presses made (B), the average rate of lever-pressing (C), the
average rewards earned (D), and the average head entries performed (E). (F)

Effect of outcome revaluation on normalized lever-pressing following RI

schedule training for Sham and M2 lesion mice. (G) Schematic of
experimental design. Mice were trained to press a lever only under a random
ratio (RR) reinforcement schedule, and then underwent outcome revaluation
testing (H–K) Effect of M2 lesions on acquisition under RR schedule on the
average number of lever-presses made (H), the average rate of lever-pressing
(I), the average rewards earned (J), and the average head entries performed
(K). (L) Effect of outcome revaluation on normalized lever-pressing following
RR schedule training for Sham and M2 lesion mice. For revaluation testing,
Valued days = black bars, and Devalued day = grey bars. Error bars = ± SEM.
* = Bonferroni corrected p < 0.05.
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p < 0.0001), and made similar head entries (Figures 2E,K) (main
effect of Training day; RI schedule only: F8,96 = 11.62, p < 0.0001;
RR schedule only: F8,72 = 3.20, p < 0.01) (no interactions or main
effects of Lesion group). These data do show that M2 lesions
did not grossly alter acquisition of lever-press behaviors when
trained under only a RI or RR schedule. Still, a revaluation test
showed M2 lesions did affect sensitivity to outcome devaluation
in mice trained under a RR schedule of reinforcement (Figure 2L)
(Repeated Measures ANOVA of Lesion group × Revaluation state,
interaction: F1,18 = 5.96, p < 0.05). Sham mice trained to lever-
press under a RR schedule reduced lever-presses in the devalued
state (Bonferroni corrected p < 0.05), while M2 lesion mice made
a similar number of lever-presses between valued and devalued
states (p > 0.05). M2 lesions did not alter the sensitivity of actions
trained under an RI schedule to changes in valued (Figure 2F)
(interaction: F1,22 = 0.78, p > 0.05). Taken together, these results
suggest that M2 is necessary for actions to be controlled by the
expected outcome value.

DISCUSSION
By training the same mouse to shift between performing a similar
action (lever pressing a similar lever for the same food outcome)
using goal-directed versus habitual action strategies, we were able
to investigate the contribution of M2 to the learning and perfor-
mance of different action strategies in the same animal. M2 lesions
did not affect the acquisition or performance of lever pressing
per se in either schedule; no effects of M2 lesions were observed
on the number of lever presses, response rate, number of earned
outcomes, or head entry behavior. However, when we probed
if animals learned (and used) the causal relationship between
outcome obtainment and action by using outcome revaluation
testing, we uncovered that M2 lesions prevented the use of the
expected outcome value to control action execution. This suggests
that M2 is necessary for goal-directed actions. We confirmed that
the lesions effects were not caused by an inability of the animals
to shift between contexts or schedules in an experiment where
separated groups of mice were trained only on either RR or RI
schedules of reinforcement. Once again, M2 lesions prevented the
outcome revaluation induced- decrease in lever-pressing in RR
trained mice, implicating M2 in goal-directed actions.

The lack of M2 lesion effects on actions trained under the
RI schedule suggests that M2 processing is not necessary for
the development and performance of habitual actions, which
are more dependent on past reinforcement history, and do not
reflect changes in expected outcome value (Dickinson, 1985;
Balleine and Ostlund, 2007). The current findings provide further
evidence (Gremel and Costa, 2013), that goal-directed and habit-
ual actions are learned in parallel (not serially) and suggest that
M2 is necessary for allowing the performed action to be controlled
by its consequence. One should note that our M2 lesions do not
extend throughout the entire M2 and it hence we cannot exclude
the possibility that more complete lesions could alter habitual
action strategies. Still, we did observe deficits in goal-directed
actions suggesting the extent of the current lesions is sufficient
to dissociate a role for M2 between goal-directed and habitual
actions. It is not clear whether the present observation is due to
an inability of mice to use goal-directed strategies for both the

acquisition and expression of lever-press behavior. Our current
results do suggest though, that M2 is necessary for the reflection of
changing consequences in the execution of goal-directed actions.

Although rodent M2 is thought to be functionally akin to
primate pre-SMA (Yin, 2009; Sul et al., 2011), relatively little
has been done to directly investigate the role of this area in
executive influence over motor planning in rodents compared to
primates. The pre-SMA in primates has been implicated in task
switching, response inhibition, and general motor learning and
planning. In particular, task-switching is thought to involve pre-
SMA functioning (Matsuzaka and Tanji, 1996; Shima et al., 1996;
Dove et al., 2000; Rushworth et al., 2002; Isoda and Hikosaka,
2007). Indeed, findings in non-human primates have suggested
that pre-SMA is involved in the switch from automatic to con-
trolled behavior (Isoda and Hikosaka, 2007). The current find-
ings suggest that a self-initiated action differentially recruits
M2 depending on the causal structure guiding that action.
While goal-directed actions seem to depend on M2, automatic
or habitual action strategies do not seem to depend upon
M2 function. Further, these findings suggest that unlike SMA
(Padoa-Schioppa et al., 2002), at the level of M2 and pre-SMA
executive processes beyond action kinematic processes contribute
to motor planning. Recent work has also suggested a strong role
for M2 in response inhibition (Obeso et al., 2013). In the present
data, reduced goal-directed responding following outcome reval-
uation may involve such processes. Conversely, another possibility
is that the lack of response inhibition observed following M2
lesions is due to a shift in action control, from goal-directed to
habitual action strategies.

In light of the above discussion it is relevant to note that the
present study examined self-paced actions. Previous studies using
cued behaviors, for example a rewarded maze task cued by dis-
criminative stimuli, found evidence of a role for M2 in value
control over behavior selection (Sul et al., 2011). Using in-vivo
recordings of neural activity in M2 as well as M2 lesions, the
authors suggest that M2 is recruited during performance of value-
controlled behavior. Although this study did not directly test this,
the data could also be interpreted as showing a role for M2 in goal-
directed behavior. Two previous studies has examined the role of
M2 in isolated self-initiated actions examining sequence learning
in rats (Ostlund et al., 2009) and in mice (Yin, 2009). The for-
mer using a two-action, two-outcome sequence task found a role
for M2 in the use of sequences to guide goal-directed actions. M2
lesions disrupted the ability to use sequence-level action represen-
tations to guide goal-directed actions (Ostlund et al., 2009). Inter-
estingly, M2 lesions did not disrupt the use of value control over
actions when trained on two separate actions for two different
outcomes (Ostlund et al., 2009). It could be that inhibiting a sin-
gle action following devaluation recruits different neural mecha-
nisms than choosing between the best of two outcomes (albeit one
devalued) observed following training with two actions and two
outcomes. Further, it may also be that the single-action, single-
outcome design used in the present study is more sensitive to dis-
ruptions in the use of goal-directed action strategies.

In Yin (2009), M2 lesions severely impaired sequence learn-
ing and reversal learning, suggesting a role for mouse M2 in
learning of serial order. Initial sequence learning may be a result
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of the learned positive relationship between response rate and
reward rate thought to control acquisition of goal-directed actions
(Dickinson and Balleine, 1994; Dezfouli and Balleine, 2012). That
is, initial acquisition of the knowledge that response rate controls
reward would be reflected in sequence formation. Further, it has
been suggested that sequence formation is involved in the tran-
sition from initial goal-directed to habitual control over actions
(Dezfouli and Balleine, 2012). In rodent at least, the dorsal lateral
striatum is necessary for serial order learning and habit formation
(Yin et al., 2004; Yin, 2010; Hilario et al., 2012; Gremel and Costa,
2013), suggesting a similar recruitment of neural circuits as
routines become more crystallized. However, whether sequences
themselves are necessary for acquisition and/or execution of goal-
directed or habitual actions remains unknown. In addition, the
present findings may also mirror the deficits previously observed
in action sequence acquisition and reversal following M2 lesions
(Yin, 2009). The impaired acquisition and reversal of serial order
following M2 lesions in Yin (2009) may in part be explained by
the loss of goal-directed action control over lever-pressing, and
instead a reliance on habitual strategies which were not as effective
for serial order learning. Further, while we did not examine the
role of M2 specifically in action-outcome contingency learning,
one could predict that M2 lesions would disrupt the ability to
learn the new serial order following reversal. In relation to the
current findings, if M2 lesion mice have impaired flexibility of
learned lever-press behavior, it may in part explain the inability to
reduce lever-pressing following changing consequences observed
in the present data. Together, the present findings add to our
knowledge of M2 involvement in executive control over self-
initiated actions.

The present finding for a role of M2 in goal-directed actions
adds to our knowledge of the underlying circuitry controlling
self-initiated actions. Cortical and basal ganglia circuits have been
identified in mediating goal-directed and habitual action strate-
gies (Yin and Knowlton, 2006; Balleine and O’Doherty, 2009),
with M2 joining additional lesion studies implicating the orbital

frontal (OFC) (Gremel and Costa, 2013) and prelimbic cortices
(Corbit, 2003) as well as mediodorsal nucleus (MD) of the
thalamus (Corbit, 2003) and dorsal medial striatum in the
control of goal-directed actions (Yin et al., 2005; Hilario et al.,
2012; Gremel and Costa, 2013). In contrast, lesions to the infral-
imbic cortex (Killcross and Coutureau, 2003) and dorsal lateral
striatum disrupt the use of habitual actions (Yin et al., 2004,
2006; Hilario et al., 2012; Gremel and Costa, 2013). M2 has been
shown to directly project to dorsal striatum (Reep et al., 2003;
Mitchell and Macklis, 2005; Pan et al., 2010) as well as to the
OFC and MD (Reep et al., 1987; Hoover and Vertes, 2007). Also,
it receives strong input from OFC, which may be important for
updating action value (Reep et al., 1984; Hoover and Vertes, 2011;
Gremel and Costa, 2013). Therefore, based on connectivity alone,
one could hypothesize that interactions of M2 with these other
brain regions of the circuitry would be involved in goal-directed
actions.

In summary, the findings reported here present evidence for
a role for mouse M2 in self-initiated goal-directed actions. While
M2 lesions did not disrupt performance of the action, M2 lesions
resulted in a bias towards habitual control over the action and
disrupted the ability of actions to be controlled by their expected
consequences. These results have important implications for
understanding disease processes where actions are continu-
ally performed in spite of negative or unwanted consequences,
such as obsessive-compulsive disorder and addiction-related
behaviors.

ACKNOWLEDGMENTS
Christina M. Gremel performed the experiments and analyzed
the data. Christina M. Gremel and Rui M. Costa designed
the experiments, and wrote the paper. This work was sup-
ported by NIAAA Division of Intramural Clinical and Biolog-
ical Research, and European Research Council Grant (243393)
and HHMI International Early Career Scientist Grant to
Rui M. Costa.

REFERENCES
Adams, C. D. (1982). Variations in

the sensitivity of instrumental
responding to reinforcer devalua-
tion. Q. J. Exp. Psychol. B 34, 77–98.
doi: 10.1080/14640748208400878

Adams, C. D., and Dickinson, A.
(1981). Instrumental responding
following reinforcer devaluation.
Q. J. Exp. Psychol. B 33, 109–121.
doi: 10.1080/14640748108400816

Balleine, B. W., and O’Doherty, J.
P. (2009). Human and rodent
homologies in action control:
corticostriatal determinants
of goal-directed and habitual
action. Neuropsychopharmacol-
ogy 35, 48–69. doi: 10.1038/npp.
2009.131

Balleine, B. W., and Ostlund, S. B.
(2007). Still at the choice-point:
action selection and initiation in
instrumental conditioning. Ann.

NY Acad. Sci. 1104, 147–171.
doi: 10.1196/annals.1390.006

Colwill, R. M., and Rescorla, R. A.
(1985). Postconditioning devalua-
tion of a reinforcer affects instru-
mental responding. J. Exp. Psychol.
Anim. Behav. Process. 11, 120–132.
doi: 10.1037//0097-7403.11.1.120

Colwill, R. M., and Rescorla, R. A.
(1986). The Psychology of Learning
and Motivation, ed G. Bower (New
York: Academic), 55–104.

Corbit, L. (2003). The role of prelim-
bic cortex in instrumental condi-
tioning. Behav. Brain Res. 146, 145–
157. doi: 10.1016/j.bbr.2003.09.023

Corbit, L. H., Muir, J. L., and Balleine,
B. W. (2003). Lesions of mediodor-
sal thalamus and anterior thalamic
nuclei produce dissociable effects on
instrumental conditioning in rats.
Eur. J. Neurosci. 18, 1286–1294. doi:
10.1046/j.1460-9568.2003.02833.x

Derusso, A. L. (2010). Instrumental
uncertainty as a determinant of
behavior under interval schedules
of reinforcement. Front. Integr. Neu-
rosci. 4:17. doi: 10.3389/fnint.2010.
00017

Dezfouli, A., and Balleine, B. W. (2012).
Habits, action sequences and rein-
forcement learning. Eur. J. Neurosci.
35, 1036–1051. doi: 10.1111/j.1460-
9568.2012.08050.x

Dickinson, A. (1985). Actions and
habits: the development of behav-
ioral autonomy. Philos. Trans. R.
Soc. Lond. B. Biol. Sci. 308, 67–78.
doi: 10.1098/rstb.1985.0010

Dickinson, A., and Balleine, B. (1994).
Motivational control of goal-
directed action. Anim. Learn. Behav.
22, 1–18. doi: 10.3758/bf03199951

Dickinson, A., Nicholas, D., and
Adams, C. D. (1983). The effect
of the instrumental training

contingency on susceptibility to
reinforcer devaluation. Q. J. Exp.
Psychol. B 35, 35–51. doi: 10.
1080/14640748308400912

Dove, A., Pollmann, S., Schubert, T.,
Wiggins, C. J., and von Cramon,
D. Y. (2000). Prefrontal cortex
activation in task switching: an
event-related fMRI study. Brain.
Res. Cogn. Brain Res. 9, 103–
109. doi: 10.1016/s0926-6410(99)
00029-4

Gremel, C. M., and Costa, R. M.
(2013). Orbitofrontal and striatal
circuits dynamically encode the shift
between goal-directed and habitual
actions. Nat. Commun. 4:2264. doi:
10.1038/ncomms3264

Hilário, M. R. (2007). Endocannabi-
noid signaling is critical for habit
formation. Front. Integr. Neu-
rosci. 1:6. doi: 10.3389/neuro.07.
006.2007

Frontiers in Computational Neuroscience www.frontiersin.org August 2013 | Volume 7 | Article 110 | 7

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Computational_Neuroscience/archive


Gremel and Costa M2 is necessary for goal-directed actions

Hilario, M., Holloway, T., Jin, X.,
and Costa, R. M. (2012). Different
dorsal striatum circuits mediate
action discrimination and action
generalization. Eur. J. Neurosci.
35, 1105–1114. doi: 10.1111/j.
1460-9568.2012.08073.x

Hoover, W. B., and Vertes, R. P. (2007).
Anatomical analysis of afferent pro-
jections to the medial prefrontal cor-
tex in the rat. Brain Struct. Funct.
212, 149–179. doi: 10.1007/s00429-
007-0150-4

Hoover, W. B., and Vertes, R. P. (2011).
Projections of the medial orbital and
ventral orbital cortex in the rat.
J. Comp. Neurol. 519, 3766–3801.
doi: 10.1002/cne.22733

Hoshi, E., and Tanji, J. (2004). Dif-
ferential roles of neuronal activ-
ity in the supplementary and pre-
supplementary motor areas: from
information retrieval to motor plan-
ning and execution. J. Neurophys-
iol. 92, 3482–3499. doi: 10.1152/jn.
00547.2004

Isoda, M., and Hikosaka, O. (2007).
Switching from automatic to con-
trolled action by monkey medial
frontal cortex. Nat. Neurosci. 10,
240–248. doi: 10.1038/nn1830

Killcross, S., and Coutureau, E. (2003).
Coordination of actions and habits
in the medial prefrontal cortex of
rats. Cereb. Cortex 13, 400–408.
doi: 10.1093/cercor/13.4.400

Matsuzaka, Y., and Tanji, J. (1996).
Changing directions of forthcoming
arm movements: neuronal activity
in the presupplementary and sup-
plementary motor area of monkey
cerebral cortex. J. Neurophysiol. 76,
2327–2342.

Mitchell, B. D., and Macklis, J. D.
(2005). Large-scale maintenance of

dual projections by callosal and
frontal cortical projection neurons
in adult mice. J. Comp. Neurol. 482,
17–32. doi: 10.1002/cne.20428

Obeso, I., Robles, N., Marrón, E. M.,
and Redolar-Ripoll, D. (2013). Dis-
sociating the role of the pre-sma
in response inhibition and switch-
ing: a combined online and offline
TMS approach. Front. Hum. Neu-
rosci. 7:150. doi: 10.3389/fnhum.
2013.00150

Ostlund, S. B., Winterbauer, N. E.,
and Balleine, B. W. (2009). Evi-
dence of action sequence chunking
in goal-directed instrumental con-
ditioning and its dependence on
the dorsomedial prefrontal cortex.
J. Neurosci. 29, 8280–8287. doi: 10.
1523/jneurosci.1176-09.2009

Padoa-Schioppa, C., Li, C. S. R., and
Bizzi, E. (2002). Neuronal correlates
of kinematics-to-dynamics transfor-
mation in the supplementary motor
area. Neuron 36, 751–765. doi: 10.
1016/s0896-6273(02)01028-0

Pan, W. X., Mao, T., and Dudman, J. T.
(2010). Frontiers: inputs to the dor-
sal striatum of the mouse reflect the
parallel circuit architecture of the
forebrain. Front. Neuroanat. 4:147.
doi: 10.3389/fnana.2010.00147

Reep, R. L., Cheatwood, J. L., and
Corwin, J. V. (2003). The associa-
tive striatum: organization of cor-
tical projections to the dorsocen-
tral striatum in rats. J. Comp. Neu-
rol. 467, 271–292. doi: 10.1002/cne.
10868

Reep, R. L., Corwin, J. V., Hashimoto,
A., and Watson, R. T. (1984). Affer-
ent connections of medial precen-
tral cortex in the rat. Neurosci. Lett.
44, 247–252. doi: 10.1016/0304-
3940(84)90030-2

Reep, R. L., Corwin, J. V., Hashimoto,
A., and Watson, R. T. (1987). Effer-
ent connections of the rostral por-
tion of medial agranular cortex in
rats. Brain Res. Bull. 19, 203–221.
doi: 10.1016/0361-9230(87)90086-4

Rushworth, M. F. S., Hadland, K. A.,
Paus, T., and Sipila, P. K. (2002).
Role of the human medial frontal
cortex in task switching: a combined
fMRI and TMS study. J. Neurophys-
iol. 87, 2577–2592.

Shima, K., Mushiake, H., Saito, N., and
Tanji, J. (1996). Role for cells in
the pre-supplementary motor area
in updating motor plans. Proc. Nat.
Acad. Sci. U S A 93, 8694–8698.
doi: 10.1073/pnas.93.16.8694

Sul, J. H., Jo, S., Lee, D., and Jung, M.
W. (2011). Role of rodent secondary
motor cortex in value-based action
selection. Nat. Neurosci. 14, 1202–
1208. doi: 10.1038/nn.2881

Yin, H. H. (2009). The role of the
murine motor cortex in action dura-
tion and order. Front. Integr. Neu-
rosci. 3:23. doi: 10.3389/neuro.07.
023.2009

Yin, H. H. (2010). The sensorimotor
striatum is necessary for serial order
learning. J. Neurosci. 30, 14719–
14723. doi: 10.1523/jneurosci.3989-
10.2010

Yin, H. H., and Knowlton, B. J. (2006).
The role of the basal ganglia in
habit formation. Nat. Rev. Neurosci.
7, 464–476. doi: 10.1038/nrn1919

Yin, H. H., Knowlton, B. J., and
Balleine, B. W. (2004). Lesions of
dorsolateral striatum preserve out-
come expectancy but disrupt habit
formation in instrumental learn-
ing. Eur. J. Neurosci. 19, 181–
189. doi: 10.1111/j.1460-9568.2004.
03095.x

Yin, H. H., Knowlton, B. J., and
Balleine, B. W. (2006). Inactivation
of dorsolateral striatum enhances
sensitivity to changes in the action-
outcome contingency in instrumen-
tal conditioning. Behav. Brain Res.
166, 189–196. doi: 10.1016/j.bbr.
2005.07.012

Yin, H. H., Ostlund, S. B., Knowl-
ton, B. J., and Balleine, B. W.
(2005). The role of the dorsome-
dial striatum in instrumental con-
ditioning. Eur. J. Neurosci. 22, 513–
523. doi: 10.1111/j.1460-9568.2005.
04218.x

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 20 May 2013; paper pending
published: 16 June 2013; accepted: 24 July
2013; published online: 12 August 2013.
Citation: Gremel CM and Costa RM
(2013) Premotor cortex is critical for
goal-directed actions. Front. Com-
put. Neurosci. 7:110. doi:10.3389/
fncom.2013.00110
Copyright © 2013 Gremel and Costa.
This is an open-access article distributed
under the terms of the Creative Com-
mons Attribution License (CC BY). The
use, distribution or reproduction in other
forums is permitted, provided the orig-
inal author(s) or licensor are cred-
ited and that the original publication
in this journal is cited, in accordance
with accepted academic practice. No use,
distribution or reproduction is permit-
ted which does not comply with these
terms.

Frontiers in Computational Neuroscience www.frontiersin.org August 2013 | Volume 7 | Article 110 | 8

http://dx.doi.org/10.3389/fncom.2013.00110
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Computational_Neuroscience/archive
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.3389/fncom.2013.00110

	Premotor cortex is critical for goal-directed actions
	Materials and Methods
	Mice
	Surgery and histology
	Behavioral Procedures
	Within-subject design
	Individual-schedule training
	Data analysis

	Results
	Lesions of premotor cortex in mice
	Premotor cortex lesions do not affect acquisition of lever-press behavior
	Premotor cortex is necessary for actions to be updated following outcome revaluation
	The effects of premotor cortex lesions cannot be attributed to deficits in using contextual information

	Discussion
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


