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The mechanisms of attention control have been extensively studied with a variety of
methodologies in animals and in humans. Human studies using non-invasive imaging
techniques highlighted a remarkable difference between the pattern of responses in dorsal
fronto-parietal regions vs. ventral fronto-parietal (vFP) regions, primarily lateralized to the
right hemisphere. Initially, this distinction at the neuro-physiological level has been related
to the distinction between cognitive processes associated with strategic/endogenous vs.
stimulus-driven/exogenous of attention control. Nonetheless, quite soon it has become
evident that, in almost any situation, attention control entails a complex combination of
factors related to both the current sensory input and endogenous aspects associated
with the experimental context. Here, we review several of these aspects first discussing
the joint contribution of endogenous and stimulus-driven factors during spatial orienting
in complex environments and, then, turning to the role of expectations and predictions
in spatial re-orienting. We emphasize that strategic factors play a pivotal role for the
activation of the ventral system during stimulus-driven control, and that the dorsal system
makes use of stimulus-driven signals for top-down control. We conclude that both the
dorsal and the vFP networks integrate endogenous and exogenous signals during spatial
attention control and that future investigations should manipulate both these factors
concurrently, so as to reveal to full extent of these interactions.
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INTRODUCTION
The ability to suitably allocate processing resources is fundamen-
tal for the efficient processing of incoming sensory signals and
for the generation of appropriate behavior in complex environ-
ments. The brain continuously receives a large amount of sensory
signals that cannot be fully processed. Attention selection allows
preferential processing of some signals and filtering out of other
inputs. What are the constraints that govern this selection process,
thus determining what signals should gain access to in-depth
processing?

Traditionally, attention research has distinguished between
two types of mechanisms that contribute to the selection process.
On one hand there are endogenous, top-down factors that pri-
marily relate to the subject’s “internal” goals and intentions. On
the other hand, there are exogenous, bottom-up effects that pri-
marily relate to the characteristics “external” stimuli. Endogenous
factors are associated with top-down voluntary control, while
exogenous factors are associated with stimulus-driven control that
is thought to take place automatically. The distinction between
these two types of control can be rather intuitive: when searching
for a friend in a crowd, we will voluntary shift attention from
one face to another until the external input (i.e., what we see)
matches our internal knowledge about the physical appearance of
our friend. By contrast, in a crowd of people all dressed with dark

cloths, we will quickly notice a person dressed in bright red, who
will catch attention automatically. Experimentally, the impact of
endogenous and exogenous factors for selection have been studied
with a variety of paradigms. Somewhat related to the “real-life”
examples above, visual search tasks can be used to highlight
endogenous vs. exogenous factors for the allocation of spatial
attention. Search tasks including a target-item “similar” to the dis-
tracters (e.g., look for a vertical red bar presented among vertical
green bars and tilted red bars) will be slow and inefficient. The
search time will depend on the number of competing distracters
thus indicating that search proceeds serially with attention shifted
voluntarily from one item to another item. By contrast, when the
target item stands out (e.g., look for a red bar presented among
green bars) the search is rapid and efficient, with the red target
capturing attention in an automatic manner irrespective of the
number of distracters.

Another way to investigate endogenous and exogenous con-
trol of spatial attention includes using variants of the Posner
spatial cueing paradigm (Posner, 1980). Rather than presenting
distracters during the search of a target, the target is presented
in isolation but it is preceded by a spatial cue. In the endoge-
nous version of the task, the cue is presented centrally (e.g., a
leftward or rightward pointing arrow) and it predicts the target
location on most of the trials (e.g., 75–80% “valid” trials). In
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the remaining trials the cue is “invalid” (25–20%) and the target
is presented at a different position compared to the location
initially signaled by the cue. Behaviorally, targets proceeded by
a valid cue are detected/discriminated more rapidly/accurately
than targets proceeded by invalid cues. The reason for this is
that subjects can strategically use the central cue to voluntarily
shift attention towards the cued location. This leads to enhanced
processing when the target is presented there (valid trials), while
additional re-orienting operations are needed when the target
is presented somewhere else (invalid trials). In the exogenous
version of this paradigm, the cue is presented peripherically (e.g.,
a box is flashed in the left or right visual hemifield), again followed
by a target either at the same (valid) or different (invalid) location.
Unlike the endogenous version, now the cue does not predict
the target location (i.e., 1:1 ratio of valid and invalid trials) and
the subject has no strategic reason to use the cue to voluntarily
direct attention. Nonetheless, the detection of the target is faster
and more accurate at the cued/valid location compared with the
opposite/invalid location, provided that the interval between cue
and target is short (e.g., Klein, 2000). In this case, the interpreta-
tion is that the sudden appearance of the box on one side attracts
attention automatically, triggering exogenous mechanisms spatial
orienting.

Many functional imaging and Event Related Potentials (ERPs)
studies have investigated the neural basis of endogenous and
exogenous visuo-spatial attention control. These highlighted the
central role of the frontal and parietal lobes, with a notable
distinction between the response patterns in dorsal and ventral
regions. A variety of tasks requiring endogenous control of spa-
tial attention highlighted the activation of dorsal fronto-parietal
regions (e.g., Corbetta et al., 1993; Gitelman et al., 1999; Yantis
et al., 2002). The activation pattern typically includes the intra-
parietal sulcus (IPS) and/or the posterior parietal cortex (PPC)
plus the frontal eye-field (FEF) in the premotor cortex. These
areas are found in serial search tasks (Gitelman et al., 2002;
Himmelbach et al., 2006; Fairhall et al., 2009), plus many other
non-spatial attention tasks also requiring the voluntary alloca-
tion of processing resources (e.g., see Wojciulik and Kanwisher,
1999). Accordingly, the “dorsal attention network” is commonly
accepted to be involved in the endogenous control of attention
(Corbetta and Shulman, 2002). Furthermore, specific experimen-
tal designs allowed segregating brain activity associated with the
different phases of attention tasks, which often comprise multiple
control processes. In spatial cueing tasks, the dorsal attention
network has been found to activate upon the presentation of
the predictive cue (e.g., Hopfinger et al., 2000; Doricchi et al.,
2010) and to show sustained activity in the cue-to-target delay
(Kastner et al., 1999, see also Hahn et al., 2006). These preparatory
effects, and the sustained activity in the absence of any external
stimulus, are consistent with the “internal”/endogenous nature of
the responses in the dorsal attention system. Analogous prepara-
tory effects have been also found within the occipital visual areas
that represent the attended/cued location (e.g., see also Chawla
et al., 1999, Kastner et al., 1999, for related effects in non-spatial
selective attention tasks). These findings support the proposal
that attention selection entails top-down signals that originate
in the dorsal system and modulate activity in sensory areas that

represent the currently relevant location (e.g., Simpson et al.,
2011). This, in turns, would yield to greater responses when visual
stimuli appear at the attended location, particularly so when the
display also contains other distracting visual stimuli (Desimone
and Duncan, 1995; Kastner et al., 1999; Geng et al., 2006; see also
Moore, 2006, for review).

On the other hand, areas in the ventral parietal and frontal
cortex activate when a behaviorally relevant stimulus is presented
outside the current focus of attention, for example a visual target
that follows and invalid predictive cue in spatial cueing paradigms
(Arrington et al., 2000). These targets stimuli are thought to
capture attention in a stimulus-driven manner and the “ventral
attention network” has been associated with the control of exoge-
nous attention (Arrington et al., 2000; Corbetta and Shulman,
2002; Macaluso et al., 2002; Corbetta et al., 2008, for review).
This network comprises the temporo-parietal junction (TPJ) and
the inferior frontal gyrus (IFG) and is considered to be typi-
cally lateralized in the right hemisphere (Shulman et al., 2010).
Nonetheless, quite soon, it has become evident that the conditions
typically associated with activation of the ventral fronto-parietal
(vFP) entail not only spatial aspects of attention control (i.e., the
visual target triggering a shift of attention from one position to
another), but they also produce some breach of expectation (e.g.,
the subject expects the target at one location, but this appears at a
different position) and/or require some task-related judgment of
the stimulus at a previously unattended location.

In the following sections we discuss recent evidence that, on
one hand, highlighted the role of bottom-up signals for attention
control in the dorsal fronto-parietal system and, on the other
hand, demonstrated that the ventral system combines stimulus-
driven aspects of spatial reorienting with endogenous signals
related to expectation and the representation of task-related con-
textual information (predictions). These data challenge the tra-
ditional dichotomy linking the dorsal system with endogenous
attention and the ventral system with exogenous attention, and
indicate a novel perspective to understand the multifaceted mech-
anisms underlying the control of spatial attention.

STIMULUS-DRIVEN EFFECTS IN THE DORSAL ATTENTION
SYSTEM
As noted above, a wealth of imaging evidence has associated
activation of the dorsal fronto-parietal network with
endogenous/voluntary attention control (Wojciulik and
Kanwisher, 1999; Corbetta and Shulman, 2002). Nonetheless,
sensory aspects of the incoming signals may also play an
important role, particularly so in posterior parietal regions.
Indeed, while showing increased activation even in the absence
of any sensory input (Kastner et al., 1999; Hopfinger et al.,
2000), the parietal cortex shows some residual spatially-specific
responses also to unattended stimuli (Saygin and Sereno,
2008). The co-occurrence of sensory-driven responses and
top-down internally-controlled activity, also associated with
motor planning, has triggered an intense debate about the format
of the spatial representations in parietal cortex (e.g., Andersen
et al., 1993; Colby and Goldberg, 1999). Among the many
hypotheses, the concept of “saliency map” has recently gained
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much interest. Saliency maps are topographical representations
of the visual space and code for the relative relevance of different
locations. Depending on definition, these account for bottom-up
interactions between multiple sensory input/features (Itti and
Koch, 2001, see also Borji and Itti, 2013) or integrate bottom-
up effects with top-down goals (Gottlieb et al., 1998; Treue,
2003, for review; and Gottlieb, 2007; see also “priority maps”,
Ptak, 2012). Saliency maps have been associated with neuronal
responses in dorsal parietal (Gottlieb et al., 1998; Kusunoki
et al., 2000; Constantinidis and Steinmetz, 2001) and dorsal
pre-motor regions (Thompson et al., 2005), as well as visual areas
in occipital cortex (Mazer and Gallant, 2003). In most of these
regions, the patterns of response reflect both bottom-up as well as
top-down factors that jointly contribute to make a region of space
relevant.

In a series of imaging studies we made use of saliency maps
to investigate attentional selection using naturalistic stimuli (i.e.,
complex pictures and videos). In order to explicitly characterize
the effect of bottom-up signals, we considered the saliency model
proposed by Itti and Koch (2001). This decomposes complex
images into a set of conspicuity maps, representing local contrast
in intensity, orientation and color, plus motion and flicker for
dynamic visual stimuli (i.e., videos). These maps are then com-
bined in a single map that represents the bottom-up salience of
each location in the image, irrespective of the feature dimension
making the location salient. The final saliency map reflects only
sensory-driven aspects (i.e., competition between locations in
the image) and can predict fixation patterns during the viewing
of complex visual stimuli (Carmi and Itti, 2006; Elazary and
Itti, 2008). Nonetheless, eye-movement studies have highlighted
that factors other than pure bottom-up signals influence spatial
orienting in complex environments (Navalpakkam and Itti, 2005;
Einhauser et al., 2007; see also Borji and Itti, 2013). Accordingly, in
our studies we combined saliency-related bottom-up indexes with
measures derived from overt eye-movements recorded during free
viewing of the stimuli. With this we sought to track the influence
of bottom-up and top-down factors, and the interaction between
the two, during selective processing of complex and naturalistic
stimuli (see also Seidl et al., 2012).

In a first study, we investigated the impact of visual salience
on spatial orienting using a virtual visual environment (Nardo
et al., 2011). We computed the mean salience of each visual frame
and used this as a covariate for the analysis of the imaging data.
This revealed that activity in the occipital visual cortex and the
PPC increased with increasing salience of the visual input (see
also Bordier et al., 2013, who separated the effect of salience
vs. single visual features). Notably, when we combined saliency
data and patterns of eye-movements we found that activity in
the entire dorsal fronto-parietal network (i.e., including both
parietal and frontal nodes) increased specifically when the salient
bottom-up signals successfully/efficaciously attracted the subjects’
gaze. These activations were found also when we asked subjects
to maintain central fixation (i.e., now indexing the efficacy of
the bottom-up signals in one session, and using these indexes
to analyze the fMRI data in a different session), consistent with
an interpretation based on spatial attention/selection rather than
mere oculomotor control. Related results were also obtained by

Bogler et al. (2011), who used multivariate pattern recognition to
reveal that PPC represents “selected” saliency signals following a
winner-takes-all mechanism.

Previous studies considered the role of the dorsal fronto-
parietal cortex for the processing of bottom-up signals within
two main frameworks. On one hand, it has been proposed that
activation of the dorsal system “follows” the detection of rele-
vant stimuli by the ventral attention system (Geng and Mangun,
2011; Vossel et al., 2012). Accordingly to this view the dorsal
system generates top-down signals that modulate processing in
visual cortex, which require re-setting when a relevant/infrequent
“bottom-up” stimulus is presented outside the current focus of
attention (Corbetta and Shulman, 2002; Shulman et al., 2009).
A different prospective entails a more “direct” activation of the
dorsal system due to forward input from the visual cortex. In this
context, differences between the involvement of the posterior IPS
and the anterior FEF nodes of the dorsal fronto-parietal system
have been proposed. For example, using concurrent Transcranial
Magnetic Stimulation-fMRI over either IPS or FEF, Ruff et al.
(2008) showed that the inter-regional influence of FEF over visual
cortex does not depend on the visual input, while the influence
of IPS can change according to the current visual context. IPS-
TMS affected activity in retinotopic visual areas (V1-V4) only in
the absence of visual input, while activity in area V5/MT+ was
modulated only in the presence of visual stimuli. The authors
suggested that the difference between the effect of TMS over IPS
and FEF reflects the primarily top-down nature of the FEF-to-
occipital connectivity vs. the presence of strong bottom-up driv-
ing projections from visual-to-IPS areas (see also Buschman and
Miller, 2007; who suggested fast bottom-up attentional signals in
IPS vs. slow top-down effects in prefrontal areas). Our data with
complex stimuli also showed a greater influence of the bottom-up
signals in IPS with that of FEF: while both regions were modulated
according to the efficacy of the salient visual input in attracting
subject’s attention, the activity in IPS also co-varied with the
overall stimulus salience irrespective of efficacy (cf. above and
see Geng and Mangun, 2009; who reported that the saliency of
non-target visual stimuli is represented in IPS but not in FEF).
Moreover, our study did not show any effect of sensory salience
in vFP areas that instead activated when the display included
attention-grabbing events (i.e., virtual human-like characters that
entered the scene at unpredictable times, Nardo et al., 2011).
Overall, these results are consistent with a “direct”—rather than
via ventral areas—influence of bottom-up signals in the IPS, and
fit with the hypothesis that the dorsal fronto-parietal cortex codes
for the current attention priorities (Gottlieb, 2007).

These findings demonstrate that in complex and naturalistic
experimental situations that involve high levels of sensory com-
petition, the dorsal fronto-parietal system responds to bottom-up
salient signals. However, these responses do not only reflect the
impact of the external input but also they appear to index the effi-
cacy of these signals for driving spatial selection. Eye-movement
data provide us with one index of such selection processes, but
do not gives us any hint about the possible consequences of the
spatial selection bias. Using a working memory (WM) task, we
sought to establish whether stimulus-driven attention to salient
elements of a complex image has any consequence on subsequent
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memories of that image (Santangelo and Macaluso, 2013). Specif-
ically, we asked whether salient objects associated with activation
of the dorsal attention network are more likely to be remembered
than non-salient objects or salient objects that do not activate the
dorsal system (i.e., non-efficacious salient stimuli, cf. also Nardo
et al., 2011). For this, we presented pictures of complex natural
scenes and—following a short delay—we probed memory for one
object. Critically, the probe was extracted either from an highly
salient location of the image or a location of minimal saliency (see
also Fine and Minnery, 2009). Behaviorally, we found better WM
performance for high than low saliency probes. Analysis of the
imaging data during encoding revealed increased activation in the
posterior parietal cortex when the trial included a salient probe
that—later, at retrieval—would be successfully remembered. This
demonstrates that the selection of salient elements in a complex
environment do not only trigger on-line spatial orienting (cf.
eye-movements), but also leads to in-depth processing including
stimulus’ storage in WM.

The finding of an interplay between attention and WM is not
surprising, given the wealth of data showing analogous patterns
of activation during attention and WM tasks (LaBar et al., 1999;
Corbetta et al., 2002; Anderson et al., 2010). Several accounts
have been put forward to explain the role of attention in WM.
One of the main proposal is that attention contributes to the
maintenance of items/objects in WM and that activation of the
dorsal attention system—and IPS in particular—reflects the pro-
cess of shifting endogenous attention between these items (see
Awh and Jonides, 2001; Majerus et al., 2007; Magen et al., 2009;
and Nee et al., 2013; albeit note that the latter meta-analysis
pointed to inferior rather than superior parietal areas for attention
shifting in WM). Related more directly to the issue of the contri-
bution of bottom-up signals, Bundesen et al. (2011) proposed a
computational framework that integrates mechanisms of selective
attention and the access to WM storage by a subset of items in
multi-items displays. The model emphasizes the dynamic remap-
ping/changes of neurons’ receptive fields and the modulation of
inter-regional communication (i.e., what information is sent from
lower to higher levels of the visual hierarchy), via attentional
weights generated by “priority” maps (cf., Gottlieb, 2007; Ptak,
2012).

These accounts are primarily concerned with the interplay
between attention and WM considering situations were multiple,
unrelated items compete for the access to a limited capacity
WM buffer (typically holding 3–4 items, see Todd and Marois,
2004; Xu and Chun, 2006). However, in our experiment with
naturalistic stimuli (Santangelo and Macaluso, 2013) the various
items/objects in the scenes were not unrelated, rather they existed
in relation to each other (e.g., glasses are typically found on
a table, while shoes are on the floor). This, together with the
finding of an increased functional coupling between the parietal
cortex and the hippocampus when subjects encoded objects that
later would be correctly retrieved, lead us to interpret our results
in a slightly different framework. Specifically, we suggested that
prior knowledge about the global scene configuration plays a role
during the encoding of the position of objects within natural
scenes. This would fit with theories proposing that WM entails
the activation of long-term memory (LTM) representations, and

that selective attention provides a possible mechanism to activate
relevant portions of the LTM system (Cowan, 1993; Oberauer,
2002). In this context, attention does not only provide “pointers”
to objects that are relevant, but may also help integrating bottom-
up signals with information stored in LTM.

In sum, by making use of naturalistic stimuli that entail
high levels of competition for processing resources, we showed
activation in posterior parietal regions when salient visual sig-
nals trigger orienting of spatial attention (Nardo et al., 2011)
and when salient visual objects are successfully encoded in WM
(Santangelo and Macaluso, 2013). These results indicate that
bottom-up salience contributes to making a given location/object
relevant (stimulus-driven selection), which in turns increases the
likelihood of on-line spatial orienting towards that location and
the storage in memory of information concerning that location.

Based on these findings, it would be also important to assess
whether any effect of bottom-up salience is maintained or dis-
rupted in patients with unilateral attentional deficits, as left spatial
neglect (see also Section Hemispheric Lateralization and the
Spatial Neglect Syndrome, below). The dorsal attention system
is usually structurally intact in these patients: nonetheless, the
activity of dorsal areas can be functionally reduced due to struc-
tural lesions of adjacent areas in the ventral attention system.
Consistent with this, the study of visual ERPs suggested that in
neglect patients bottom-up visual processing can be impaired at
around 130 ms post-stimulus, at the level of structurally intact
dorsal attention areas (i.e., the IPS plus dorsal occipital cortex, cf.
N1 component; DiRusso et al., 2008). However, the population
of neglect patients is characterized by a high between-patients
variability, linked to the location and extent of brain damage, so
that a corresponding variability in the processing of bottom-up
salience can be expected.

SPATIAL REORIENTING AND EXPECTANCY COMPONENTS IN
THE VENTRAL ATTENTION SYSTEM
As noted in the introduction, the classical comparison highlight-
ing the activation of the vFP system involves contrasting “invalid”
versus “valid” trials within spatial cueing paradigms including
central predictive cues. A main assumption of this approach is
that the predictive cues generate a “validity context” associated
to the ratio of valid over invalid cues. The statistical contingency
between cues and targets cumulates during task performance and
it is thought to modify behavioral performance and brain activ-
ity related to the different operations implicated in attentional
orienting. Under this assumption, one may expect that symbolic
cues indicating the position of the upcoming targets at chance-
level will be ineffective in biasing attention and will not produce
any validity effect. Here we review evidence demonstrating that,
unexpectedly and contrary to the initial assumption, effects of cue
validity can be also observed within a neutral “validity context”,
i.e., when valid trials are as frequent as invalid ones and cues
are statistically non-predictive. These experimental conditions
are of particular relevance because they dissociate the effects
of spatial re-orienting on invalid trials from any violation of
expectations that characterize invalid trials presented within a
predictive “validity context”.
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The first study that emphasized the importance of isolating
the neural correlates of the violation of expectancy carried by
targets presented at unexpected spatial or temporal locations is
a PET investigation by Nobre et al. (1999). Through the reanalysis
of data from a previous study (Coull and Nobre, 1998), these
authors compared brain activations recorded during phases of a
Posner-like task in which the percentage of valid trials was 100%
to those recorded in phases with 60% of valid and 40% of invalid
trials. Invalid trials selectively engaged inferior parietal areas
bilaterally, though with a larger activation in the right hemisphere,
the right lateral premotor cortex and the inferior-orbitofrontal
cortex bilaterally. The authors concluded that the response of
the inferior-orbitofrontal cortex to invalid trials is recruited by
violation in the expected cue-target congruency and that the
parietal and premotor areas might instead be prevalently involved
in more exquisitely spatial-attentional processes, as the shift of
the attentional focus. Although the experimental design did not
include any comparison of brain activations related to blocks
with frequent vs infrequent invalid trials, i.e., trials implying
identical spatial-attentional operations though carrying different
degrees of unexpected violation of cue-target congruency, the
points made by these authors were the first that set the terms of
the spatial/expectancy components in reorienting.

A few years later, Giessing et al. (2004) reasoned that although
event-related fMRI designs are more suitable to study transient
neural processes related to infrequent events like invalid trials in
a conventional endogenous Posner task, they can be insensitive to
more sustained neural processes related to reorienting of atten-
tion. To isolate both transient and sustained neural components
of reorienting, these authors used a hybrid event-related/block
design arranging invalid trials within blocks having different
ratios of valid vs. invalid trials: 100% valid–0% invalid, 75%
valid–25% invalid and 50% valid–50% invalid. This allowed com-
paring both transient event-related (invalid vs valid contrast inde-
pendently of block type) and sustained (100% Valid–0% Invalid
blocks vs. 50% valid–50% invalid blocks) brain activity related to
reorienting. The study revealed common event- and block-related
activations in the right intraparietal sulcus. Moreover, in the
blocked design the activation of this area was positively correlated
with the number of invalid trials in a block. The blocked design
also revealed the activation of the right occipital-parietal junction
whereas the event-related analysis isolated additional activations
in the right superior parietal lobule and in the left intraparietal
sulcus. Unfortunately, this study did not provide us with detailed
results of the contrast between the 75% and 50% block validity
conditions that would have allowed for a first glance to the spatial
and expectancy components of reorienting. At a behavioral level,
this study reported the maintenance of the validity effect in blocks
with non-predictive cues (50% valid–50% invalid): however, one
should consider that this finding can still be accounted by the
general positive “validity context” of the task, since across the
different types of validity blocks the majority of trials were valid
(73.4%).

Capitalizing on behavioral evidence showing that the ratio of
valid vs. invalid cues modulates the validity effect (Jonides, 1980,
1983; Eriksen and Yeh, 1985; Madden, 1992), Vossel et al. (2006)
were the first to directly assess the influence of the validity context

on neural activity related to attentional reorienting. These authors
used an event-related design where, in each trial, differently
colored central arrow-cues predicted with different validity the
position of ensuing targets, e.g., green arrow 90% of validity
vs. blue arrow 60% of validity. The comparison between trial-
related brain activities (i.e., with no separation of cue- and target-
related brain response) in the two validity conditions showed that
infrequent invalid trials (i.e., 90% validity) determined greater
activation in the right IFG and middle frontal gyrus (MFG) and
in the right inferior parietal cortex (angular and supramarginal
gyrus, plus the intraparietal sulcus). As in previous studies, the
reaction times (RT) advantage for validly cued targets was larger
in the high-validity condition (90%). The authors’ advanced
alternative hypotheses for the heightened response in parietal and
frontal areas observed for invalid trials presented in the high-
validity context (90%). For the frontal areas, they proposed that
infrequent invalid trials might be more unexpected and novel or
might induce stronger prefrontal inhibition of motor responses
until accomplishment of spatial reorienting. The parietal response
to the validity context received two possible interpretations: (1)
more demanding reorienting effort to infrequent invalid targets;
(2) less frequent and thus more surprising violation of expectancy
with infrequent invalid targets.

More recently, Shulman et al. (2009) investigated spatial vs.
expectancy components of reorienting using a modified version of
the shift/stay paradigm devised by Yantis et al. (2002). Participants
had to detect a target-object that was presented within one of
two visual streams of object-groups, one presented to the left
and one to the right side of central fixation. At the beginning
of each stream-trial, the stream to be attended was cued by a
peripheral red box shortly appearing to the left or the right of
fixation. Crucially, streams were presented within three different
block-conditions: (1) in a first condition the probability that on
ensuing stream-trials the red-cue shifted from one side of fixation
to the other was high (86% shift cues) whereas the probability
of remaining on the same side-stream was low (14% stay cues);
(2) in a second condition the probability of occurrence of shift
and stay cues was equal (50%); (3) in a third condition the
probability of shifting attention from the left to right of fixation
or viceversa was low (14% shift cues) while the probability of
remaining on the same side-stream was high (86%). In this way
reorienting of spatial attention to the peripheral red box was made
orthogonal to the likelihood of operating reorienting. In other
words, spatial reorienting and unexpectedness of reorienting were
operationally dissociated among blocks with different shift/stay
probabilities. Analysis of Blood oxygen-level dependent (BOLD)
signal revealed that the right TPJ was significantly activated by
shift cues independently of the likelihood of reorienting (note
that this is at variance with previous data by Vossel et al. (2006),
showing sensitivity of the right TPJ to the expectancy component
of reorienting; see also below for a further discussion of this). In
contrast, the response of the right IFG was strongly influenced
by unexpected shifts of attention (High Stay/Low Shift cuing
condition). The basal ganglia and the frontal insular region were
also activated by unexpected shifts of attention: however, analysis
of resting state connectivity demonstrated that this network was
functionally separated from the classical TPJ-IFG ventral system.
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The authors proposed that the response of the basal ganglia-
insular network might be linked to the change in the attentional
set, or to higher inhibition of competing attentional processes
elicited by unexpected peripheral cues triggering reorienting of
attention. Finally, dorsal attentional areas in the IPS and FEF
showed intermediate sensitivity to expectancy: according to the
authors the increased response of these areas to unexpected shifts
of attention was driven by expectedness-related responses in the
right IFG and in the basal ganglia-insular network.

The studies summarized above investigated the influence of
the “validity context” by examining brain responses related to the
entire cue-target period or to peripheral stimuli that acted both
as attentional relevant stimuli and cues (Shulman et al., 2009).
However, one important finding in the study of attention is that
cumulated knowledge about the occurrence of previous stimuli
(trials’ history) can influence the focusing of attention ahead of
the occurrence of new relevant stimuli. Shulman et al. (2007)
showed that the more target occurrence in a rapid visual stream
becomes probable along the timeline, the more TPJ is deactivated.
Put in other words, the response of the attention controlling
networks is modulated according to the likelihood/predictability
of a given target type to occur. With respect to studies using the
Posner task with central cues, the observation by Shulman et al.
(2007) highlights the importance of disentangling the influence
of the validity context on cue- and target-related brain activity.

With this aim we recently reinvestigated the influence of cue-
predictiveness on cue- and target-related brain activity (Doricchi
et al., 2010). Two groups of participants were considered: one
performed an endogenous Posner task with highly predictive cues
(80% valid–20% invalid trials) whereas the other performed the
task using non-predictive cues (50% valid–50% invalid trials).
Keeping a fixed cue-target probabilistic relationship during the
entire task allowed avoiding the possible influence of strategic
factors related to trial-by-trial or block-by-block changes in the
probabilistic cue-target congruency. In the same study, we also
introduced spatially-neutral cued trials to assess the influence
of the validity context on attentional benefits (RT advantage to
validly cued vs neutrally cued targets) and costs (RT advantage to
neutral vs invalidly cued targets). We found that during endoge-
nous orienting, predictive cues lead to a greater deactivation of
the right TPJ as compared to non-predictive ones. Since deac-
tivation of the TPJ has been previously related to the filtering
out of unattended events (Shulman et al., 2007), this finding
suggests that when cues are not predictive and invalid targets
frequent, the TPJ reduces the filtering out of uncued locations
to facilitate reorienting. The study of target-related activation
showed that, compared to valid targets, frequent and infrequent
invalid targets equally activated the right TPJ, whereas infrequent
invalid targets produced a stronger response in the right IFG
and MFG: this shows that the TPJ is sensitive to the simple
mismatch between cued and actual target location and that IFG-
MFG are sensitive to the unexpectedness of such a mismatch.
Both the left and right TPJ displayed no preference for targets
presented in the ipsilateral or contralateral space (unpublished
data). No effect of validity context was found in cue- and target-
related responses of dorsal attentional areas (IPS and FEF). This
seems at variance with findings by Shulman et al. (2009): this

different result, however, could be accounted on the fact that in
our study the validity context was stable, whereas in the study by
Shulman et al. (2009) the predictiveness of peripheral shift/stay
cues was randomly alternated between 14%, 50%, and 86% across
the 20 blocks of trials. Finally, unlike the right IFG/MFG that
was modulated according to expectancy (cf. infrequent invalid
targets), the left TPJ and left IFG responded to frequent valid
targets matching cue-related expectations. In agreement with
these results, DiQuattro and Geng (2011) reported activation of
the left TPJ and IFG in response to salient contextual stimuli
predicting, i.e., matching, the concomitant task-related stim-
uli.

The comparison of brain and behavioral responses to valid
and invalid targets with those to neutrally cued ones provided
a number of additional functional and behavioral observations.
Independently of cue predictiveness, valid targets activated the left
TPJ, whereas invalid targets activated both the left and right TPJs.
These findings suggest that the selective activation of right TPJ
that is usually found in the direct comparison between invalid and
valid trials (but see below for a number of studies reporting bilat-
eral TPJ response to invalid targets) may result from a common
response to both valid and invalid target in the left TPJ. At the
behavioral level, in the non-predictive condition the validity effect
was reduced, though, not abolished. This is important because it
shows that even when the general validity context of an endoge-
nous Posner task is constant and neutral, non-predictive cuing
can still bias participants’ attention. Even more importantly, the
analyses of the benefits and costs, showed—quite surprisingly—
that the reduction of the validity effect in the non-predictive
condition was entirely explained by a drop in the costs; whereas
benefits were equivalent in the predictive and non-predictive
conditions (it is worth noting that only participants showing a
reliable validity effect, i.e., RT advantage to valid vs. invalid tar-
gets, during a training pre-test session with 80% valid cuing were
included in the study). All together these findings show that: (a)
the left TPJ hosts both neuronal populations coding the mismatch
between cued and actual target location on invalid trials and cue-
target matches on valid trials; (b) the right TPJ hosts neuronal
populations coding the mismatch between cued and actual target
location; (c) the validity context modulates TPJ activity during the
cue period but shows no comparable influence on target-related
brain response: this suggests that in fMRI studies investigating the
influence of the validity effect it is suitable to disentangle cue- and
target-related effects. Cue- vs. target-related effects also provides
us with a possible explanation for the different findings between
the study of Vossel et al. (2006), which reported sensitivity of
the TPJ to the validity context, and those by Shulman et al.
(2009) who did not report any such effect. In the study by Vossel
et al. (2006) there was no separation between central/cue- and
peripheral/target-related brain responses, whereas in the study
by Shulman et al. (2009) only peripheral/target-related responses
were studied. In our study (Doricchi et al., 2010), cue- and target-
related brain responses were investigated separately. This showed
that the right TPJ is sensitive to expectancy during the cue-
period, when it showed a greater deactivation for informative
compared to non-informative cues, though not during the target
period, when it showed equivalent levels of activity both in the
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low- and high-expectancy conditions. These results suggest that
in Vossel et al. (2006) the expectancy effects in the right TPJ
may have been partially due to cue-related activity, whereas the
effects in the right IFG-MFG can be attributed to the sensitivity
of these areas to target-related expectancy, i.e., greater responses
to unexpected/infrequent invalid targets.

In two other studies we investigated the response pattern
of the vFP system seeking to further dissociate pure stimulus-
driven effects from expectation and task-relevance (Natale et al.,
2009, 2010). In one study (Natale et al., 2010), we made use of
an attention capture paradigm with non-predictive cues (Folk
et al., 1992) to investigate whether task-irrelevant visual features
associated with the target modulate activity in TPJ-IFG. The
paradigm consisted in classical exogenous cueing task, with a box
briefly flashed in one or the other hemifield, shortly followed
by a task-relevant visual target at the same (50% valid trials)
or the opposite side (50% invalid trials). By virtue of this 1:1
ratio between valid and invalid cues, the experiment entailed a
fully neutral “validity context”. The target was a triangle presented
within the box and the task of the subjects was to report whether
the triangle was pointing upward or downward. Critically, here we
manipulated the color of the targets (red or blue) and the color of
the cues (red or green). Despite the red/blue color of the target
was fully task-irrelevant, at the behavioral level we found larger
effects of cue-validity (invalid vs. valid trials) when the cue was
red (set-relevant cues: same color as the target set) than when
the cue was green (set-irrelevant cues: color not included in the
target set). The imaging data revealed that invalid set-relevant
red-cues activated the right TPJ, irrespective of target color; while
invalid trials with set-irrelevant green-cues did not activate the
TPJ. These results confirm that in the absence of any relationship
between cues and targets (green cue + red/blue target), exogenous
invalid cues do not trigger any spatial selection processes in the
ventral attention system. However, it is sufficient that the cue
shares some propriety with the current task-set (here, “redness”)
to activate the ventral network, even in the absence of any breach
of expectation. Since this effect was specific for the invalid trials
(vs. valid trials), we assumed that it arose at the onset of the
target. However, because of the specific timing of the stimuli,
we were unable to separately assess the effect of set-relevance on
cue-related vs. target-related activity (i.e., targets were presented
immediately after the cues) nor whether any differential pattern
of de-activation compared to resting state activity played any role
here (i.e., the range of inter-trial intervals was only 1.9–3.0 s; cf.
Shulman et al., 2007). Nonetheless, these results highlighted that
external signals—specifically, the spatial relationship between the
cue and the target—and internal information about the current
task-set jointly contribute to the re-orienting effects in ventral
attention system (see also Serences et al., 2005).

Another approach that enabled us to investigate the inter-
play between non-predictive signals and endogenous task-settings
involved using a double-cue paradigm (Berger et al., 2005). The
aim of a double cue paradigm is to engage endogenous and exoge-
nous attention control concurrently within the same trial, thus
providing a direct measure of whether/how these two mechanisms
interact with each other. Specifically, the presentation of a periph-
eral non-predictive cue after a predictive endogenous cue enables

studying the effect of a fully task-irrelevant and non-predictive
stimulus (i.e., the exogenous cue) presented under conditions
of top-down focused attention. This may be important when
considering that the typical situation yielding to activation of
TPJ-IFG involves shifting attention from a relevant location (e.g.,
that signaled by a predictive cue) to another relevant location
(i.e., the position of an invalidly cued target). On each trial we
presented first an endogenous predictive cue, then an exogenous
peripheral cue and, finally, the visual target (Natale et al., 2009).
The results highlighted activation of the vFP network when the
endogenous cue was invalid, irrespective of the validity/invalidity
of the exogenous cues. This demonstrated that this network does
not process task-irrelevant and non-predictive stimuli, even when
attention has been endogenously focused and the task-irrelevant
stimuli provide spatial information that mismatches the current
spatial expectations (i.e., trials including “invalid” exogenous
cues). These results support the view that activation of the ventral
attention system is involved in stimulus-driven updating of spatial
expectations, only when the stimulus (e.g., a task-relevant target
or a set-relevant cue) signals a “new” location that is potentially
relevant.

To summarize, there is now ample evidence that activity in
the vFP system reflects some interplay between stimulus-driven
factors (e.g., the onset of an unexpected stimulus) and other
endogenous/internal constraints. Mere bottom-up stimulus onset
is insufficient to activate this network (e.g., Kincade et al., 2005;
Indovina and Macaluso, 2007), while the specific relationship
between the characteristics of the external signal and the internal
goals/expectations plays a pivotal role for the activation of this
system (e.g., see Corbetta et al., 2008, for review; Natale et al.,
2010). This relationship may be relatively direct, e.g., the stimulus
requires some overt judgment/response despite breaching current
expectations (e.g., a task-relevant invalid target, following a pre-
dictive cue); or can be more subtle, e.g., the stimulus is task-
irrelevant but still taps into task constraints that are currently
relevant (e.g., contingent capture paradigms).

INTEGRATION OF ENDOGENOUS AND EXOGENOUS
SIGNALS: OPEN ISSUES AND FUTURE WORK
HEMISPHERIC LATERALIZATION AND THE SPATIAL NEGLECT
SYNDROME
Despite the common assumption that mechanisms of attentional
reorienting are predominantly—if not exclusively—homed in the
right hemisphere (Shulman et al., 2010), a number of studies
have reported bilateral rather than right unilateral activation of
the TPJ in response to unexpected and invalid targets (Serences
et al., 2005; Asplund et al., 2010). Through comparisons with
neutral trials, we have recently shown that the left TPJ activation
to invalid targets is often missed because this area responds both
to invalid and valid targets (Doricchi et al., 2010). Here, we wish
to emphasize that these effects in the left hemisphere can help
understanding the reorienting deficits in neglect patients. The
observation that the same regions that in the right ventral atten-
tion network (TPJ and IFG-MFG) are activated by reorienting
towards both sides of space are also the most frequently damaged
in patients with left spatial neglect (Doricchi and Tomaiuolo,
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2003; Mort et al., 2003; Bartolomeo et al., 2007; He et al., 2007;
Doricchi et al., 2008; Verdon et al., 2010) was taken as evi-
dence to explain the higher incidence of neglect after right brain
damage (Corbetta et al., 2008). However, assuming an exclusive
competence of the right ventral network in reorienting towards
both side of space would imply that damage to this network
should cause a bilateral reorienting deficit. At variance with this
prediction, neglect patients show severely impaired reorienting
towards invalid targets in the contralesional left side of space, but
no comparable ipsilesional deficits (Posner et al., 1984; Morrow
and Ratcliff, 1988; Friedrich et al., 1998; Losier and Klein, 2001;
Vossel et al., 2010; Rengachary et al., 2011). A possible explanation
of this is that the residual ipsilesional reorienting abilities in
neglect patients are based on the reorienting response of the intact
left hemisphere. The competence of the left ventral network in
detecting both cue-target matches on valid trials and cue-target
mismatches in invalid trials may also explain the preserved ability
of neglect patients in representing and exploiting the statistical
contingency governing the spatial distribution of attentional rele-
vant stimuli (Bartolomeo et al., 2001; Geng and Behrmann, 2002).
We advise reconsidering hemispheric lateralization during spatial
re-orientating, as this will potentially refine our understanding of
pathologies associated with deficits of spatial attention.

EARLY OR LATE ATTENTIONAL FUNCTION FOR THE TPJ?
Electrophysiological investigations suggest that the TPJ plays a
crucial role in the late phases of attentional processing, when it
is believed to generate the P300b component signaling the match
or mismatch between actual and predicted sensory input (Knight
and Scabini, 1998). Capitalizing on this evidence we have pro-
posed (Doricchi et al., 2010) that the response of the right and left
TPJ to invalid targets may reflect the activity of a late-processing
“MisMatch” system and the response of the left TPJ to valid targets
that of a complementary “Match” system. Both systems would
provide signals that help the brain in updating the internal models
of statistical cue-target congruency which, in turn, would help
keeping or switching the attentional task-set and the building-up
of predictions about the position of upcoming targets. DiQuattro
and Geng (2011) recently have provided evidence showing that
one important function of the left hemispheric “Match” system
concerns the processing of salient visual contextual cues that
regularly predict, i.e., match, the position of concurrent but less
salient targets. Interestingly, while the reorienting of attention
after invalid central cues does activate the right (and left) TPJ,
reorienting after invalid exogenous peripheral cues does not (e.g.,
Kincade et al., 2005). Based on our interpretation of the role of
TPJ, this finding suggests that a key difference between exogenous
and endogenous orienting is that only in the latter case a template
of the expected target can be prepared during the cue period
and then compared, through a Match/MisMatch process, with the
actual target.

However, in a recent fMRI study Vossel et al. (2012) provided
evidence challenging the idea that spatial reorienting is first
initiated in dorsal parietal areas and that the TPJ comes into
play only in a late phase of target processing. These authors
used dynamic causal to characterize the effective connectivity
within and between the ventral and dorsal attentional system

during orienting to valid targets and reorienting to invalid targets.
One key finding of this study was that invalid cuing enhanced
connectivity from the ventral right TPJ to the dorsal right IPS
rather than viceversa. The authors concluded that the violation
of the expected cue-target congruency signaled by the TPJ may
precede and help the reorienting-related shift of spatial attention
governed by dorsal areas.

The notion that the allocation of processing resources involves
some comparisons between expectations stored in “internal mod-
els” and the incoming sensory input (cf., Match/MisMatch sys-
tems, above) bears some relationship with recent proposals con-
cerning the role of “predictive coding” in visual processing (Rao
and Ballard, 1999). These postulate a hierarchical organization
of processing where higher-order nodes represent the expected
signal and inform lower-level nodes about this prediction (top-
down influences). Upon stimulation, the input is compared with
the predictions and any resulting error is fed-forward in order to
update the internal model. Such architectures have been used to
explain several visual phenomena (e.g., extra-classical receptive
fields, Rao and Ballard, 1999) and, more recently, expectation-
related effects in visual attention (Spratling, 2008; see also Sum-
merfield and Egner, 2009, for review; Feldman and Friston, 2010).
In this context, low probability invalid trials may generate a
prediction error, possibly with an additional update of an internal
model that would keep track of the probabilistic relationship
between the positions signaled by the cues and where the tar-
gets are actually presented. Nonetheless, we should notice that
a central tenet of predictive coding concerns the hierarchical
organization of processing, which appears suitable to describe
attention-related effects within occipital areas (e.g., Spratling,
2012, who implemented predictive coding to model saliency-
related effects in primary visual cortex) or between high-order
parietal (frontal) regions and visual areas (see also den Ouden
et al., 2010, for a possible role of sub-cortical structures); but
may be less appropriate to explain interactions between the dor-
sal and the vFP networks or between the left and the right
TPJ.

In summary the interplay between dorsal areas adjacent to the
IPS and the ventral TPJ appears to be an important challenge for
future studies. These will have to be cautiously taken into account
that a given area can show both fast and slow responses to invalid
targets (Chambers et al., 2004) and that the interaction between
different visual-attentional areas can be characterized by complex
reciprocal exchange of feedback/forward signals. In addition it
would of interest to investigate the role played by the ventral
and dorsal attentional network when the statistical predictiveness
of cue stimuli is updated and exploited to anticipate upcoming
target events. Available evidence allows us to hypothesize that the
ventral attentional system may perform a dynamic, trial-by-trial
evaluation of the cue-target contingency and that the results of
this is fed to dorsal areas. In turn, dorsal regions would make
use of this information to update higher-order salience/priority
maps that—via top-down control—modulate the processing of
incoming signals in occipital sensory areas. This may be tested
using TMS perturbations of the TPJ and dorsal parietal regions
at different intervals, following the presentation of cues with
variable validity/predictiveness.
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ONE OR MULTIPLE FILTERS FOR THE ALLOCATION OF ATTENTIONAL
RESOURCES?
We reviewed several studies showing that the validity context
modulates the validity effect: the higher the statistical predictive-
ness of the cues, the higher the RT advantage for valid as com-
pared to invalid targets. This relationship has been modeled as
the result of a single-filtering operation, where the ratio between
the accumulation of attentional resources at the attended position
and the withdrawal of resources from unattended locations is
positively correlated to the predictiveness of the cues. However, we
have recently found that the reduction of the validity effect with
non predictive endogenous cues (i.e., neutral “validity context”)
can be selectively driven by the abatement of attentional costs,
whereas benefits can be maintained with both predictive and non
predictive cuing (i.e., with both positive and neutral “validity
contexts”). In an ensuing ERPs study (Lasaponara et al., 2011)
we have recently found that the abatement in attentional costs is
matched with the disappearance of differences in the amplitude
of the P1 wave evoked by invalidly vs. neutrally cued targets
(see Luck et al., 1994). By contrast the maintenance of benefits
in predictive and non-predictive cuing conditions is paralleled
by larger N1 amplitude in response to validly vs. neutrally cued
targets. This difference between the effect of predictiveness on
costs and benefits cannot be easily accounted for by a single
filtering mechanism. A linear relationship between the level of cue
predictiveness and the ratio between the activation of the cued
vs. the uncued location would predict a symmetrical reduction of
benefits and costs with non-predictive cuing. A more articulated
interpretation is needed (Lasaponara et al., 2011).

At a neurophysiological level, visual-spatial orienting is regu-
lated by the combined action of different—though functionally
related—pools of visual, visuomotor and saccadic neurons within
the dorsal fronto-parietal network (e.g., in the intraparital cortex:
Ipata et al., 2006; Thomas and Parè, 2007; Superior Colliculus:
McPeek and Keller, 2002; and in the FEF: Bruce and Gold-
berg, 1985; Schall and Hanes, 1993; Hanes and Schall, 1996;
Thompson et al., 1996, 1997; Sommer and Wurtz, 1998; Bisley
and Goldberg, 2003; Juan et al., 2004; Schall, 2004; Thompson
et al., 2005). This allows hypothesizing synergic filtering mecha-
nisms, via anatomically separated but functionally related pools
of neurons. Some degree of independence between these pools
can provide us with an explanation for the differential effect
of the “validity context” on benefits and costs. For example, in
the case of non-predictive cuing, the activation of visuomotor
responses directed toward the cued location could guarantee the

preservation of attentional benefits, whereas concomitant visual
selection of both cued and uncued locations might help reducing
attentional costs. In humans, some segregation between mecha-
nisms of visual and visuomotor selection was demonstrated in
cortical areas traditionally involved in saccadic programming.
Muggleton et al. (2003) showed that the inactivation of the
FEF by TMS stimulation slows down the selection of poorly
salient or non-predictable visual targets in visual search tasks
(see Thompson et al., 1997, for equivalent neurophysiological
findings in the macaque). These observations highlight the need
of exploring further the complex and multi-stages mechanisms
that regulate the strategic allocation of attentional resources in
space.

CONCLUSION
Traditional views of attention control posit a distinction
between endogenous control in dorsal fronto-parietal regions and
stimulus-driven control in vFP areas. However, in recent years,
such a strict dichotomy has been challenged. Here we reviewed
evidence that the dorsal system makes use of bottom-up salient
signals to select relevant elements in complex environments; and
that the processing of external stimuli in the ventral system takes
into account endogenous factors associated with the experimental
context (e.g., task-set, expectations, predictiveness). We empha-
size that attention control must pick up statistical ir-/regularities
of the environment and integrate these with on-line informa-
tion about the current sensory input. This interaction determines
the selection of the most relevant stimuli and governs the alloca-
tion of the attentional resources. At the physiological level, this is
likely to require some interplay between the dorsal and the ven-
tral attention systems. We propose that the ventral system per-
forms moment-to-moment match/mismatch operations, com-
paring current expectations/predictions with the actual sensory
input. The result of these operations leads to a continuous update
of the expectations and predictions, which the dorsal system uti-
lizes to control the allocation of spatial attention.

ACKNOWLEDGMENTS
The research leading to these results has received funding from
the European Research Council under the European Union’s Sev-
enth Framework Program (FP7/2007-2013) / ERC grant agree-
ment 242809 to Emiliano Macaluso; and from the Italian Min-
istry of Health to Fabrizio Doricchi (grant RF10.091). The Fon-
dazione Santa Lucia, is supported by The Italian Ministry of
Health.

REFERENCES
Anderson, E. J., Mannan, S. K., Rees, G.,

Sumner, P., and Kennard, C. (2010).
Overlapping functional anatomy for
working memory and visual search.
Exp. Brain Res. 200, 91–107. doi: 10.
1007/s00221-009-2000-5

Andersen, R. A., Snyder, L. H., Li, C.
S., and Stricanne, B. (1993). Coor-
dinate transformations in the rep-
resentation of spatial information.

Curr. Opin. Neurobiol. 3, 171–176.
doi: 10.1016/0959-4388(93)90206-e

Arrington, C. M., Carr, T. H., Mayer,
A. R., and Rao, S. M. (2000). Neu-
ral mechanisms of visual atten-
tion: object-based selection of a
region in space. J. Cogn. Neurosci.
12(Suppl. 2), 106–117. doi: 10.
1162/089892900563975

Asplund, C. L., Todd, J. J., Snyder, A.
P., and Marois, R. (2010). A central

role for the lateral prefrontal cortex
in goal-directed and stimulus-
driven attention. Nat. Neurosci.
13, 507–514. doi: 10.1038/nn.
2509

Awh, E., and Jonides, J. (2001).
Overlapping mechanisms of
attention and spatial working
memory. Trends Cogn. Sci. 5, 119–
126. doi: 10.1016/s1364-6613(00)
01593-x

Bartolomeo, P., Sieroff, E., Decaix, C.,
and Chokron, S. (2001). Modulat-
ing the attentional bias in unilateral
neglect: the effects of the strategic
set. Exp. Brain Res. 137, 432–444.
doi: 10.1007/s002210000642

Bartolomeo, P., Thiebaut de Schotten,
M., and Doricchi, F. (2007). Left
unilateral neglect as a disconnection
syndrome. Cereb. Cortex 17, 2479–
2490. doi: 10.1093/cercor/bhl181

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 685 | 9

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Macaluso and Doricchi Control of spatial attention

Berger, A., Henik, A., and Rafal,
R. (2005). Competition between
endogenous and exogenous orient-
ing of visual attention. J. Exp. Psy-
chol. Gen. 134, 207–221. doi: 10.
1037/0096-3445.134.2.207

Bisley, J. W., and Goldberg, M. E.
(2003). Neuronal activity in the
lateral intraparietal area and spa-
tial attention. Science 299, 81–86.
doi: 10.1126/science.1077395

Bogler, C., Bode, S., and Haynes, J.
D. (2011). Decoding successive
computational stages of saliency
processing. Curr. Biol. 21, 1667–
1671. doi: 10.1016/j.cub.2011.08.
039

Bordier, C., Puja, F., and Macaluso, E.
(2013). Sensory processing during
viewing of cinematographic mate-
rial: computational modeling and
functional neuroimaging. Neuroim-
age 67, 213–226. doi: 10.1016/j.
neuroimage.2012.11.031

Borji, A., and Itti, L. (2013). State-
of-the-art in visual attention mod-
eling. IEEE Trans. Pattern Anal.
Mach. Intell. 35, 185–207. doi: 10.
1109/tpami.2012.89

Bruce, C. J., and Goldberg, M. E.
(1985). Primate frontal eye fields.
I. Single neurons discharging before
saccades. J. Neurophysiol. 53, 603–
635.

Bundesen, C., Habekost, T., and
Kyllingsbaek, S. (2011). A neural
theory of visual attention and
short-term memory (NTVA).
Neuropsychologia 49, 1446–1457.
doi: 10.1016/j.neuropsychologia.
2010.12.006

Buschman, T. J., and Miller, E. K.
(2007). Top-down versus bottom-
up control of attention in the
prefrontal and posterior parietal
cortices. Science 315, 1860–1862.
doi: 10.1126/science.1138071

Carmi, R., and Itti, L. (2006). Visual
causes versus correlates of atten-
tional selection in dynamic scenes.
Vision Res. 46, 4333–4345. doi: 10.
1016/j.visres.2006.08.019

Chambers, C. D., Payne, J. M., Stokes,
M. G., and Mattingley, J. B. (2004).
Fast and slow parietal pathways
mediate spatial attention. Nat.
Neurosci. 7, 217–218. doi: 10.
1038/nn1203

Chawla, D., Rees, G., and Friston, K.
J. (1999). The physiological basis of
attentional modulation in extrastri-
ate visual areas. Nat. Neurosci. 2,
671–676. doi: 10.1038/10230

Colby, C. L., and Goldberg, M. E.
(1999). Space and attention in pari-
etal cortex. Ann. Rev. Neurosci.
22, 319–349. doi: 10.1146/annurev.
neuro.22.1.319

Constantinidis, C., and Steinmetz, M.
A. (2001). Neuronal responses in
area 7a to multiple-stimulus dis-
plays: I. neurons encode the location
of the salient stimulus. Cereb. Cortex
11, 581–591. doi: 10.1093/cercor/11.
7.581

Corbetta, M., Kincade, J. M., and Shul-
man, G. L. (2002). Neural systems
for visual orienting and their rela-
tionships to spatial working mem-
ory. J. Cogn. Neurosci. 14, 508–523.
doi: 10.1162/089892902317362029

Corbetta, M., Miezin, F. M., Shulman,
G. L., and Petersen, S. E. (1993). A
PET study of visuospatial attention.
J. Neurosci. 13, 1202–1226.

Corbetta, M., Patel, G., and Shulman,
G. L. (2008). The reorienting sys-
tem of the human brain: from envi-
ronment to theory of mind. Neuron
58, 306–324. doi: 10.1016/j.neuron.
2008.04.017

Corbetta, M., and Shulman, G. L.
(2002). Control of goal-directed
and stimulus-driven attention in the
brain. Nat. Rev. Neurosci. 3, 215–
215. doi: 10.1038/nrn755

Coull, J. T., and Nobre, A. C. (1998).
Where and when to pay atten-
tion: the neural systems for direct-
ing attention to spatial locations
and to time intervals as revealed by
both PET and fMRI. J. Neurosci. 18,
7426–7435.

Cowan, N. (1993). Activation, atten-
tion, and short-term memory.
Mem. Cognit. 21, 162–167. doi: 10.
3758/bf03202728

den Ouden, H. E., Daunizeau, J.,
Roiser, J., Friston, K. J., and Stephan,
K. E. (2010). Striatal prediction
error modulates cortical cou-
pling. J. Neurosci. 30, 3210–3219.
doi: 10.1523/jneurosci.4458-09.
2010

Desimone, R., and Duncan, J. (1995).
Neural mechanisms of selective
visual attention. Ann. Rev. Neurosci.
18, 193–222. doi: 10.1146/annurev.
neuro.18.1.193

DiQuattro, N. E., and Geng, J. J. (2011).
Contextual knowledge configures
attentional control networks. J. Neu-
rosci. 31, 18026–18035. doi: 10.
1523/jneurosci.4040-11.2011

DiRusso, F., Aprile, T., Spitoni, G., and
Spinelli, D. (2008). Impaired visual
processing of contralesional stimuli
in neglect patients: a visual-evoked
potential study. Brain 131, 842–854.
doi: 10.1093/brain/awm281

Doricchi, F., Macci, E., Silvetti, M.,
and Macaluso, E. (2010). Neu-
ral correlates of the spatial and
expectancy components of endoge-
nous and stimulus-driven orient-
ing of attention in the Posner

task. Cereb. Cortex 20, 1574–1585.
doi: 10.1093/cercor/bhp215

Doricchi, F., Thiebaut de Schotten,
M., Tomaiuolo, F., and Bar-
tolomeo, P. (2008). White matter
(dis)connections and gray matter
(dys)functions in visual neglect:
gaining insights into the brain net-
works of spatial awareness. Cortex
44, 983–995. doi: 10.1016/j.cortex.
2008.03.006

Doricchi, F., and Tomaiuolo, F. (2003).
The anatomy of neglect with-
out hemianopia: a key role for
parietal-frontal disconnection?
Neuroreport 14, 2239–2243. doi: 10.
1097/00001756-200312020-00021

Einhauser, W., Mundhenk, T. N., Baldi,
P., Koch, C., and Itti, L. (2007). A
bottom-up model of spatial atten-
tion predicts human error patterns
in rapid scene recognition. J. Vis. 7,
6–13. doi: 10.1167/7.10.6

Elazary, L., and Itti, L. (2008). Interest-
ing objects are visually salient. J. Vis.
8, 3–15. doi: 10.1167/8.3.3

Eriksen, C. W., and Yeh, Y. Y. (1985).
Allocation of attention in the visual
field. J. Exp. Psychol. Hum. Per-
cept. Perform. 11, 583–597. doi: 10.
1037/0096-1523.11.5.583

Fairhall, S. L., Indovina, I., Driver,
J., and Macaluso, E. (2009). The
brain network underlying serial
visual search: comparing overt and
covert spatial orienting, for activa-
tions and for effective connectiv-
ity. Cereb. Cortex 19, 2946–2958.
doi: 10.1093/cercor/bhp064

Feldman, H., and Friston, K. J. (2010).
Attention, uncertainty, and free-
energy. Front. Hum. Neurosci. 4:215.
doi: 10.3389/fnhum.2010.00215

Fine, M. S., and Minnery, B. S. (2009).
Visual salience affects performance
in a working memory task. J.
Neurosci. 29, 8016–8021. doi: 10.
1523/jneurosci.5503-08.2009

Folk, C. L., Remington, R. W., and
Johnston, J. C. (1992). Involun-
tary covert orienting is contingent
on attentional control settings. J.
Exp. Psychol. Hum. Percept. Perform.
18, 1030–1044. doi: 10.1037//0096-
1523.18.4.1030

Friedrich, F. J., Egly, R., Rafal, R.
D., and Beck, D. (1998). Spa-
tial attention deficits in humans:
a comparison of superior pari-
etal and temporal-parietal junction
lesions. Neuropsychology 12, 193–
207. doi: 10.1037/0894-4105.12.2.
193

Geng, J. J., and Behrmann, M. (2002).
Probability cuing of target location
facilitates visual search implicitly in
normal participants and patients
with hemispatial neglect. Psychol.

Sci. 13, 520–525. doi: 10.1111/1467-
9280.00491

Geng, J. J., Eger, E., Ruff, C. C.,
Kristjansson, A., Rotshtein, P., and
Driver, J. (2006). On-line atten-
tional selection from competing
stimuli in opposite visual fields:
effects on human visual cortex
and control processes. J. Neurophys-
iol. 96, 2601–2612. doi: 10.1152/jn.
01245.2005

Geng, J. J., and Mangun, G. R. (2009).
Anterior intraparietal sulcus is
sensitive to bottom-up attention
driven by stimulus salience. J. Cogn.
Neurosci. 21, 1584–1601. doi: 10.
1162/jocn.2009.21103

Geng, J. J., and Mangun, G. R. (2011).
Right temporoparietal junction
activation by a salient contextual
cue facilitates target discrimination.
Neuroimage 54, 594–601. doi: 10.
1016/j.neuroimage.2010.08.025

Giessing, C., Thiel, C. M., Stephan, K.
E., Rosler, F., and Fink, G. R. (2004).
Visuospatial attention: how to mea-
sure effects of infrequent, unat-
tended events in a blocked stimulus
design. Neuroimage 23, 1370–1381.
doi: 10.1016/j.neuroimage.2004.08.
008

Gitelman, D. R., Nobre, A. C., Par-
rish, T. B., LaBar, K. S., Kim, Y. H.,
Meyer, J. R., et al. (1999). A large-
scale distributed network for covert
spatial attention: further anatom-
ical delineation based on strin-
gent behavioural and cognitive con-
trols. Brain 122, 1093–1106. doi: 10.
1093/brain/122.6.1093

Gitelman, D. R., Parrish, T. B., Friston,
K. J., and Mesulam, M. M. (2002).
Functional anatomy of visual search:
regional segregations within the
frontal eye fields and effective con-
nectivity of the superior colliculus.
Neuroimage 15, 970–982. doi: 10.
1006/nimg.2001.1006

Gottlieb, J. (2007). From thought to
action: the parietal cortex as a
bridge between perception, action,
and cognition. Neuron 53, 9–16.
doi: 10.1016/j.neuron.2006.12.009

Gottlieb, J. P., Kusunoki, M., and Gold-
berg, M. E. (1998). The represen-
tation of visual salience in mon-
key parietal cortex. Nature 391, 481–
484. doi: 10.1038/35135

Hahn, B., Ross, T. J., and Stein, E.
A. (2006). Neuroanatomical dis-
sociation between bottom-up and
top-down processes of visuospa-
tial selective attention. Neuroim-
age 32, 842–853. doi: 10.1016/j.
neuroimage.2006.04.177

Hanes, D. P., and Schall, J. D. (1996).
Neural control of voluntary move-
ment initiation. Science 274, 427–

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 685 | 10

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Macaluso and Doricchi Control of spatial attention

430. doi: 10.1126/science.274.5286.
427

He, B. J., Snyder, A. Z., Vincent, J.
L., Epstein, A., Shulman, G. L.,
and Corbetta, M. (2007). Break-
down of functional connectivity in
frontoparietal networks underlies
behavioral deficits in spatial neglect.
Neuron 53, 905–918. doi: 10.1016/j.
neuron.2007.02.013

Himmelbach, M., Erb, M., and Kar-
nath, H. O. (2006). Exploring the
visual world: the neural substrate
of spatial orienting. Neuroimage
32, 1747–1759. doi: 10.1016/j.
neuroimage.2006.04.221

Hopfinger, J. B., Buonocore, M. H., and
Mangun, G. R. (2000). The neu-
ral mechanisms of top-down atten-
tional control. Nat. Neurosci. 3, 284–
291. doi: 10.1038/72999

Indovina, I., and Macaluso, E. (2007).
Dissociation of stimulus relevance
and saliency factors during shifts
of visuospatial attention. Cereb.
Cortex 17, 1701–1711. doi: 10.
1093/cercor/bhl081

Ipata, A. E., Gee, A. L., Goldberg, M.
E., and Bisley, J. W. (2006). Activity
in the lateral intraparietal area pre-
dicts the goal and latency of saccades
in a free-viewing visual search task.
J. Neurosci. 26, 3656–3661. doi: 10.
1523/jneurosci.5074-05.2006

Itti, L., and Koch, C. (2001). Compu-
tational modelling of visual atten-
tion. Nat. Rev. Neurosci. 2, 194–203.
doi: 10.1038/35058500

Jonides, J. (1980). Towards a model
of the mind’s eye’s movement. Can.
J. Psychol. 34, 103–112. doi: 10.
1037/h0081031

Jonides, J. (1983). Further towards a
model of the mind’s eye’s move-
ment. Bull. Psychon. Soc. 21, 247–
250.

Juan, C. H., Shorter-Jacobi, S. M.,
and Schall, J. D. (2004). Dissocia-
tion of spatial attention and saccade
preparation. Proc. Natl. Acad. Sci.
U S A 101, 15541–15544. doi: 10.
1073/pnas.0403507101

Kastner, S., Pinsk, M. A., De Weerd,
P., Desimone, R., and Ungerleider,
L. G. (1999). Increased activity in
human visual cortex during directed
attention in the absence of visual
stimulation. Neuron 22, 751–761.
doi: 10.1016/s0896-6273(00)80734-
5

Kincade, J. M., Abrams, R. A., Astafiev,
S. V., Shulman, G. L., and Corbetta,
M. (2005). An event-related func-
tional magnetic resonance imaging
study of voluntary and stimulus-
driven orienting of attention. J.
Neurosci. 25, 4593–4604. doi: 10.
1523/jneurosci.0236-05.2005

Klein, R. M. (2000). Inhibition of
return. Trends Cogn. Sci. 4, 138–
147. doi: 10.1016/S1364-6613(00)
01452-2

Knight, R. T., and Scabini, D. (1998).
Anatomic bases of event-related
potentials and their relationship to
novelty detection in humans. J.
Clin. Neurophysiol. 15, 3–13. doi: 10.
1097/00004691-199801000-00003

Kusunoki, M., Gottlieb, J., and Gold-
berg, M. E. (2000). The lateral
intraparietal area as a salience
map: the representation of abrupt
onset, stimulus motion, and task
relevance. Vision Res. 40, 1459–
1468. doi: 10.1016/s0042-6989(99)
00212-6

LaBar, K. S., Gitelman, D. R., Par-
rish, T. B., and Mesulam, M. (1999).
Neuroanatomic overlap of working
memory and spatial attention net-
works: a functional MRI compari-
son within subjects. Neuroimage 10,
695–704. doi: 10.1006/nimg.1999.
0503

Lasaponara, S., Chica, A. B., Lecce, F.,
Lupianez, J., and Doricchi, F. (2011).
ERP evidence for selective drop
in attentional costs in uncertain
environments: challenging a purely
premotor account of covert ori-
enting of attention. Neuropsycholo-
gia 49, 2648–2657. doi: 10.1016/j.
neuropsychologia.2011.05.012

Losier, B. J. W., and Klein, R. M.
(2001). A review of the evidence for
a disengage deficit following parietal
lobe damage. Neurosci. Biobehav.
Rev. 25, 1–13. doi: 10.1016/s0149-
7634(00)00046-4

Luck, S. J., Hillyard, S. A., Mouloua,
M., Woldorff, M. G., Clark, V.
P., and Hawkins, H. L. (1994).
Effects of spatial cuing on lumi-
nance detectability: psychophysical
and electrophysiological evidence
for early selection. J. Exp. Psychol.
Hum. Percept. Perform. 20, 887–904.
doi: 10.1037//0096-1523.20.4.887

Macaluso, E., Frith, C. D., and Driver,
J. (2002). Supramodal effects of
covert spatial orienting triggered by
visual or tactile events. J. Cogn.
Neurosci. 14, 389–401. doi: 10.
1162/089892902317361912

Madden, D. J. (1992). Selective atten-
tion and visual search: revision of
an allocation model and application
to age differences. J. Exp. Psychol.
Hum. Percept. Perform. 18, 821–836.
doi: 10.1037//0096-1523.18.3.821

Magen, H., Emmanouil, T. A.,
McMains, S. A., Kastner, S.,
and Treisman, A. (2009). Atten-
tional demands predict short-term
memory load response in posterior
parietal cortex. Neuropsychologia

47, 1790–1798. doi: 10.1016/j.
neuropsychologia.2009.02.015

Majerus, S., Bastin, C., Poncelet, M.,
Van der Linden, L. M., Salmon, E.,
Collette, F., et al. (2007). Short-
term memory and the left intra-
parietal sulcus: focus of attention?
Further evidence from a face short-
term memory paradigm. Neuroim-
age 35, 353–367. doi: 10.1016/j.
neuroimage.2006.12.008

Mazer, J. A., and Gallant, J. L. (2003).
Goal-related activity in V4 during
free viewing visual search. Evidence
for a ventral stream visual salience
map. Neuron 40, 1241–1250. doi: 10.
1016/s0896-6273(03)00764-5

McPeek, R. M., and Keller, E. L. (2002).
Saccade target selection in the supe-
rior colliculus during a visual search
task. J. Neurophysiol. 88, 2019–2034.

Moore, T. (2006). The neurobiology
of visual attention: finding sources.
Curr. Opin. Neurobiol. 16, 159–
165. doi: 10.1016/j.conb.2006.03.
009

Morrow, L. A., and Ratcliff, G. (1988).
The disengagement of covert atten-
tion and the neglect syndrome. Psy-
chobiology 16, 261–269.

Mort, D. J., Malhotra, P., Mannan, S.
K., Rorden, C., Pambakian, A., Ken-
nard, C., et al. (2003). The anatomy
of visual neglect. Brain 126, 1986–
1997. doi: 10.1093/brain/awg200

Muggleton, N. G., Juan, C. H., Cowey,
A., and Walsh, V. J. (2003). Human
frontal eye fields and visual search.
J. Neurophysiol. 89, 3340–3343.
doi: 10.1152/jn.01086.2002

Nardo, D., Santangelo, V., and
Macaluso, E. (2011). Stimulus-
driven orienting of visuo-spatial
attention in complex dynamic envi-
ronments. Neuron 69, 1015–1028.
doi: 10.1016/j.neuron.2011.02.020

Natale, E., Marzi, C. A., and Macaluso,
E. (2009). FMRI correlates of visuo-
spatial reorienting investigated with
an attention shifting double-cue
paradigm. Hum. Brain Mapp. 30,
2367–2381. doi: 10.1002/hbm.
20675

Natale, E., Marzi, C. A., and Macaluso,
E. (2010). Right temporal-parietal
junction engagement during spa-
tial reorienting does not depend
on strategic attention control.
Neuropsychologia 48, 1160–1164.
doi: 10.1016/j.neuropsychologia.
2009.11.012

Navalpakkam, V., and Itti, L. (2005).
Modeling the influence of task on
attention. Vision Res. 45, 205–231.
doi: 10.1016/j.visres.2004.07.042

Nee, D. E., Brown, J. W., Askren,
M. K., Berman, M. G., Demiralp,
E., Krawitz, A., et al. (2013). A

meta-analysis of executive com-
ponents of working memory.
Cereb. Cortex 23, 264–282. doi: 10.
1093/cercor/bhs007

Nobre, A. C., Coull, J. T., Frith, C.
D., and Mesulam, M. M. (1999).
Orbitofrontal cortex is activated
during breaches of expectation in
tasks of visual attention. Nat. Neu-
rosci. 2, 11–12. doi: 10.1038/4513

Oberauer, K. (2002). Access to infor-
mation in working memory: explor-
ing the focus of attention. J. Exp.
Psychol. Learn. Mem. Cogn. 28, 411–
421. doi: 10.1037//0278-7393.28.3.
411

Posner, M. I. (1980). Orienting
of attention. Q. J. Exp. Psy-
chol. 32, 3–25. doi: 10.1080/
00335558008248231

Posner, M. I., Walker, J. A., Friedrich, F.
J., and Rafal, R. D. (1984). Effects of
parietal injury on covert orienting of
attention. J. Neurosci. 4, 1863–1874.

Ptak, R. (2012). The frontoparietal
attention network of the human
brain: action, saliency, and a prior-
ity map of the environment. Neu-
roscientist 18, 502–515. doi: 10.
1177/1073858411409051

Rao, R. P., and Ballard, D. H. (1999).
Predictive coding in the visual cor-
tex: a functional interpretation of
some extra-classical receptive-field
effects. Nat. Neurosci. 2, 79–87.
doi: 10.1038/4580

Rengachary, J., He, B. J., Shulman,
G. L., and Corbetta, M. (2011).
A behavioral analysis of spatial
neglect and its recovery after stroke.
Front. Hum. Neurosci. 5:29. doi: 10.
3389/fnhum.2011.00029

Ruff, C. C., Bestmann, S., Blanken-
burg, F., Bjoertomt, O., Josephs, O.,
Weiskopf, N., et al. (2008). Distinct
causal influences of parietal versus
frontal areas on human visual cor-
tex: evidence from concurrent TMS-
fMRI. Cereb. Cortex 18, 817–827.
doi: 10.1093/cercor/bhm128

Santangelo, V., and Macaluso, E.
(2013). Visual salience improves
spatial working memory via
enhanced parieto-temporal func-
tional connectivity. J. Neurosci. 33,
4110–4117. doi: 10.1523/jneurosci.
4138-12.2013

Saygin, A. P., and Sereno, M. I.
(2008). Retinotopy and attention
in human occipital, temporal,
parietal, and frontal cortex. Cereb.
Cortex 18, 2158–2168. doi: 10.
1093/cercor/bhm242

Schall, J. D., and Hanes, D. P. (1993).
Neural basis of saccade target selec-
tion in frontal eye field during visual
search. Nature 366, 467–469. doi: 10.
1038/366467a0

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 685 | 11

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Macaluso and Doricchi Control of spatial attention

Schall, J. D. (2004). On the role of
frontal eye field in guiding atten-
tion and saccades. Vis. Res. 44, 1453–
1467. doi: 10.1016/j.visres.2003.10.
025

Seidl, K. N., Peelen, M. V., and Kast-
ner, S. (2012). Neural evidence for
distracter suppression during visual
search in real-world scenes. J. Neu-
rosci. 32, 11812–11819. doi: 10.
1523/jneurosci.1693-12.2012

Serences, J. T., Shomstein, S., Leber, A.
B., Golay, X., Egeth, H. E., and Yan-
tis, S. (2005). Coordination of vol-
untary and stimulus-driven atten-
tional control in human cortex. Psy-
chol. Sci. 16, 114–122. doi: 10.1111/j.
0956-7976.2005.00791.x

Shulman, G. L., Astafiev, S. V., Franke,
D., Pope, D. L., Snyder, A. Z.,
McAvoy, M. P., et al. (2009). Inter-
action of stimulus-driven reorient-
ing and expectation in ventral and
dorsal frontoparietal and basal gan-
gliacortical networks. J. Neurosci. 29,
4392–4407. doi: 10.1523/jneurosci.
5609-08.2009

Shulman, G. L., Astafiev, S. V., McAvoy,
M. P., d’Avossa, G., and Corbetta,
M. (2007). Right TPJ deactivation
during visual search: functional sig-
nificance and support for a filter
hypothesis. Cereb. Cortex 17, 2625–
2633. doi: 10.1093/cercor/bhl170

Shulman, G. L., Pope, D. L., Astafiev, S.
V., McAvoy, M. P., Snyder, A. Z., and
Corbetta, M. (2010). Right hemi-
sphere dominance during spatial
selective attention and target detec-
tion occurs outside the dorsal fron-
toparietal network. J. Neurosci. 30,
3640–3651. doi: 10.1523/jneurosci.
4085-09.2010

Simpson, G. V., Weber, D. L., Dale,
C. L., Pantazis, D., Bressler, S. L.,
Leahy, R. M., et al. (2011). Dynamic

activation of frontal, parietal, and
sensory regions underlying antic-
ipatory visual spatial attention. J.
Neurosci. 31, 13880–13889. doi: 10.
1523/jneurosci.1519-10.2011

Sommer, M. A., and Wurtz, R. H.
(1998). Frontal eye field neurons
orthodromically activated from the
superior colliculus. J. Neurophysiol.
80, 3331–3335.

Spratling, M. W. (2008). Predictive cod-
ing as a model of biased competi-
tion in visual attention. Vision Res.
48, 1391–1408. doi: 10.1016/j.visres.
2008.03.009

Spratling, M. W. (2012). Predictive cod-
ing as a model of the V1 saliency
map hypothesis. Neural Netw. 26,
7–28. doi: 10.1016/j.neunet.2011.10.
002

Summerfield, C., and Egner, T. (2009).
Expectation (and attention) in
visual cognition. Trends Cogn. Sci.
13, 403–409. doi: 10.1016/j.tics.
2009.06.003

Thomas, N. W., and Parè, M. (2007).
Temporal processing of saccade tar-
gets in parietal cortex area LIP dur-
ing visual search. J. Neurophysiol.
97, 942–947. doi: 10.1152/jn.00413.
2006

Thompson, K. G., Bichot, N. P., and
Schall, J. D. (1997). Dissociation of
visual discrimination from saccade
programming in macaque frontal
eye field. J. Neurophysiol. 77, 1046–
1050.

Thompson, K. G., Biscoe, K. L., and
Sato, T. R. (2005). Neuronal basis
of covert spatial attention in the
frontal eye field. J. Neurosci. 25,
9479–9487. doi: 10.1523/jneurosci.
0741-05.2005

Thompson, K. G., Hanes, D. P., Bichot,
N. P., and Schall, J. D. (1996). Per-
ceptual and motor processing stages

identified in the activity of macaque
frontal eye field neurons during
visual search. J. Neurophysiol. 76,
4040–4055.

Todd, J. J., and Marois, R. (2004).
Capacity limit of visual short-term
memory in human posterior pari-
etal cortex. Nature 428, 751–754.
doi: 10.1038/nature02466

Treue, S. (2003). Visual attention:
the where, what, how and why
of saliency. Curr. Opin. Neurobiol.
13, 428–432. doi: 10.1016/s0959-
4388(03)00105-3

Verdon, V., Schwartz, S., Lovblad, K.
O., Hauert, C. A., and Vuilleu-
mier, P. (2010). Neuroanatomy of
hemispatial neglect and its func-
tional components: a study using
voxel-based lesion-symptom map-
ping. Brain 133, 880–894. doi: 10.
1093/brain/awp305

Vossel, S., Kukolja, J., Thimm, M.,
Thiel, C. M., and Fink, G. R.
(2010). The effect of nicotine on
visuospatial attention in chronic
spatial neglect depends upon
lesion location. J. Psychophar-
macol. 24, 1357–1365. doi: 10.
1177/0269881109105397

Vossel, S., Thiel, C. M., and Fink, G. R.
(2006). Cue validity modulates the
neural correlates of covert endoge-
nous orienting of attention in pari-
etal and frontal cortex. Neuroim-
age 32, 1257–1264. doi: 10.1016/j.
neuroimage.2006.05.019

Vossel, S., Weidner, R., Driver, J., Fris-
ton, K. J., and Fink, G. R. (2012).
Deconstructing the architecture of
dorsal and ventral attention systems
with dynamic causal modeling. J.
Neurosci. 32, 10637–10648. doi: 10.
1523/jneurosci.0414-12.2012

Wojciulik, E., and Kanwisher, N.
(1999). The generality of parietal

involvement in visual attention.
Neuron 23, 747–764. doi: 10.
1016/s0896-6273(01)80033-7

Xu, Y., and Chun, M. M. (2006). Disso-
ciable neural mechanisms support-
ing visual short-term memory for
objects. Nature 440, 91–95. doi: 10.
1038/nature04262

Yantis, S., Schwarzbach, J., Serences, J.
T., Carlson, R. L., Steinmetz, M.
A., Pekar, J. J., et al. (2002). Tran-
sient neural activity in human pari-
etal cortex during spatial attention
shifts. Nat. Neurosci. 5, 995–1002.
doi: 10.1038/nn921

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 30 May 2013; accepted: 29
September 2013; published online: 21
October 2013.
Citation: Macaluso E and Doricchi
F (2013) Attention and predictions:
control of spatial attention beyond
the endogenous-exogenous dichotomy.
Front. Hum. Neurosci. 7:685. doi:
10.3389/fnhum.2013.00685
This article was submitted to the journal
Frontiers in Human Neuroscience.
Copyright © 2013 Macaluso and Doric-
chi. This is an open-access article dis-
tributed under the terms of the Creative
Commons Attribution License (CC BY).
The use, distribution or reproduction in
other forums is permitted, provided the
original author(s) or licensor are cred-
ited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use, dis-
tribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 685 | 12

http://dx.doi.org/10.3389/fnhum.2013.00685
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.3389/fnhum.2013.00685

	Attention and predictions: control of spatial attention beyond the endogenous-exogenous dichotomy
	Introduction
	Stimulus-driven effects in the dorsal attention system
	Spatial reorienting and expectancy components in the ventral attention system
	Integration of endogenous and exogenous signals: open issues and future work
	Hemispheric lateralization and the spatial neglect syndrome
	Early or late attentional function for the TPJ?

	One or multiple filters for the allocation of attentional resources?
	Conclusion
	Acknowledgments

	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


