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Hebb proposed that neurons that fire together, also
wire together, which has provided the necessary
logical context for understanding the role of
synaptic strengthening in information storage in
the brain. However, Hebb did not discuss in depth
how synapses might be weakened. It was many
years later that the active decrease of synaptic
strength was introduced, by the discovery of
long-term depression as elicited by low frequency
stimulation of afferent inputs. In 1994, it was
found that the precise relative timing of pre and
postsynaptic spikes determined not only the
magnitude, but also the sign of synaptic plasticity,
a phenomenon that later became known as
Spike-Timing-Dependent Plasticity, or STDP. Therefore, neurons that fire together may not
necessarily wire together, depending on the precise timing of the spiking activity.

In the subsequent fifteen years, STDP has been found in multiple brain regions and in many
different species, including humans. The size and shape of the temporal windows for which
positive and negative synaptic strength changes are elicited may vary with brain region and
synapse type, but the core principle of STDP has remained unchanged.

During the same fifteen-year-long time period, a large number of theoretical studies have also
been conducted. Classical theories of unsupervised learning and Hebbian synaptic plasticity
have almost invariably been formulated in terms of firing rates, but theoreticians have for

a long time been considering what the timing requirements of synaptic plasticity are. The
intriguing theoretical problem of time in Hebbian learning led to first models of STDP that
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paralleled and even preceded the actual discovery of STDP. In the past few years, the simple picture
of additive STDP models has been expanded upon, and several nonlinear aspects and biophysical
details have been added. Theoretical predictions of the functional consequences of STDP in simple or
large neuronal networks have appeared. STDP algorithms have thus become a mainstream learning
algorithm for modelling neural networks.

Here, we have brought together key experimental and theoretical research on STDP. These papers
review these trends and provide a forum for recent advances in the theory and experiments of
STDP.

August 2012 | Spike-Timing-Dependent Plasticity: A Comprehensive Overview | 3


http://www.frontiersin.org/Synaptic_Neuroscience/researchtopics/Spike-timing_dependent_plastic/39

Table of Contents

The Conceptual Development of STDP

08 Spike-Timing-Dependent Plasticity: A Comprehensive Overview
Henry Markram, Wulfram Gerstner and Per Jesper Sjostrom

11 A History of Spike-Timing-Dependent Plasticity
Henry Markram, Wulfram Gerstner and Per Jesper Sjostrom

35  Spike-Timing-Dependent Plasticity
Jesper Sjostrom and Wulfram Gerstner

45  STDP: spiking, timing, rates and beyond
Leon N Cooper

48 Discovering Associative Long-term Synaptic Modification and Timing
Dependence of Plasticity — a Very Brief and Personal History
William B Levy

50 From Hebb Rules to Spike-Timing-Dependent Plasticity: A Personal Account
Wulfram Gerstner

The Biological Relevance of STDP

53  Questions about STDP as a General Model of Synaptic Plasticity
John Lisman and Nelson Spruston

58  Synaptic Plasticity in vivo: More than Just Spike-Timing?
Jan M. Schulz

60 Spike Timing Dependent Plasticity: A Consequence of More Fundamental
Learning Rules
Harel Z. Shouval, Samuel S.-H. Wang and Gayle M. Wittenberg

73 A re-examination of Hebbian-covariance rules and spike timing-dependent
plasticity in cat visual cortex in vivo

Yves Frégnac, Marc Pananceau, Alice René, Nazyed Huguet, Olivier Marre,
Manuel Levy and Daniel E. Shulz

94  The activity requirements for spike timing-dependent plasticity in the
hippocampus
Katherine Buchanan and Jack Mellor

Mechanisms: Inducing, Expressing, and Controlling STDP

99 Mechanisms of induction and maintenance of spike-timing dependent plasticity
in biophysical synapse models
Michael Graupner and Nicolas Brunel

August 2012 | Spike-Timing-Dependent Plasticity: A Comprehensive Overview | 4


http://www.frontiersin.org/Synaptic_Neuroscience/researchtopics/Spike-timing_dependent_plastic/39

118

132

138

152

Dendritic Synapse Location and Neocortical Spike-Timing-Dependent Plasticity
Robert C. Froemke, Johannes J. Letzkus, Bjorn M. Kampa, Giao B. Hang

and Greg J. Stuart

Presynaptic NMDA receptors and spike timing-dependent long-term depression
at cortical synapses

Antonio Rodriguez Moreno, Abhishek Banerjee and Ole Paulsen

Timing is not Everything: Neuromodulation Opens the STDP Gate

Verena Pawlak, Jeffery R. Wickens, Alfredo Kirkwood and Jason N. D. Kerr

Temporal modulation of spike-timing-dependent plasticity

Robert C Froemke, Dominique Debanne and Guo-Qiang Bi

The Diverse Phenomenology of STDP

168 Spike-Timing-Dependent Plasticity in the Intact Brain: Counteracting Spurious
Spike Coincidences
Daniel E. Shulz and Vincent Jacob

178 Plasticity Resembling Spike-Timing Dependent Synaptic Plasticity: The
Evidence in Human Cortex
Florian MullerDahlhaus, Ulf Ziemann and Joseph Classen

189 In vivo spike-timing-dependent plasticity in the optic tectum of Xenopuslaevis
Blake A Richards, Carlos D Aizenman and Colin J Akerman

200 Spike-timing dependent plasticity in inhibitory circuits
Karri P Lamsa, Dimitri M. Kullmann and Melanie A VWoodin

208 Anti-Hebbian Spike-Timing-Dependent Plasticity and Adaptive Sensory
Processing
Patrick D. Roberts and Todd K. Leen

219 Spike-timing dependent plasticity in the striatum
Elodie Fino and Laurent Venance

229 STDP in the developing sensory neocortex
Rylan S Larsen, Deepti Rao, Paul B Manis and Benjamin D Philpot

STDP and Beyond

240 Homeostatic plasticity and STDP: keeping a neuron’s cool in a fluctuating world
Alanna J Watt and Niraj S Desai

256 Spike-timing dependent plasticity beyond synapse - pre- and post-synaptic

plasticity of intrinsic neuronal excitability
Dominique Debanne and Mu-Ming Poo

STDP: Consequences in Health and Disease

262

271

286

The Applicability of Spike Time Dependent Plasticity to Development
Daniel A. Butts and Patrick O. Kanold

STDP in Recurrent Neuronal Networks

Matthieu Gilson, Anthony Burkitt and J. Leo van Hemmen

STDP and mental retardation: dysregulation of dendritic excitability in
Fragile X syndrome

Rhiannon M Meredith and Huibert D Mansvelder

August 2012 | Spike-Timing-Dependent Plasticity: A Comprehensive Overview | 5


http://www.frontiersin.org/Synaptic_Neuroscience/researchtopics/Spike-timing_dependent_plastic/39

Theory: Original Research Articles

294

305

333

345

357

374

384

397

413

428

444

455

470

Voltage and Spike Timing Interact in STDP — A Unified Model

Claudia Clopath and Wulfram Gerstner

Rate and Pulse Based Plasticity Governed by Local Synaptic State Variables
Christian G. Mayr and Johannes Partzsch

Storage of Phase-Coded Patterns via STDP in Fully-Connected and Sparse
Network: A Study of the Network Capacity

Silvia Scarpetta, Antonio de Candia and Ferdinando Giacco

A Ca2+-Based Computational Model for NMDA Receptor-Dependent Synaptic
Plasticity at Individual Post-Synaptic Spines in the Hippocampus

Owen J. L. Rackham, Krasimira Tsaneva-Atanasova, Ayalvadi Ganesh

and Jack R. Mellor

Enabling Functional Neural Circuit Simulations with Distributed Computing of
Neuromodulated Plasticity

Wiebke Potjans, Abigail Morrison and Markus Diesmann

STDP in Oscillatory Recurrent Networks: Theoretical Conditions for
Desynchronization and Applications to Deep Brain Stimulation

Jean-Pascal Pfister and Peter A. Tass

Spike-Timing Dependent Plasticity and the Cognitive Map

Daniel Bush, Andrew Philippides, Phil Husbands and Michael O’'Shea

STDP in Adaptive Neurons Gives Close-To-Optimal Information Transmission
Guillaume Hennequin, Wulfram Gerstner and Jean-Pascal Pfister

Closed-Form Treatment of the Interactions between Neuronal Activity and
Timing-Dependent Plasticity in Networks of Linear Neurons

Christoph Kolodziejski, Christian Tetzlaff and Florentin Wargotter

A Spiking Neural Network Model of the Medial Superior Olive Using Spike
Timing Dependent Plasticity for Sound Localization

Brendan Glackin, Julie A. Wall, Thomas M. McGinnity, Liam P Maguire

and Liam J. McDaid

Decorrelation of Odor Representations via Spike Timing-Dependent Plasticity
Christiane Linster and Thomas A. Cleland

Spike Timing-Dependent Plasticity as the Origin of the Formation of Clustered
Synaptic Efficacy Engrams

Nicolangelo Liberolannella, Thomas Launey and Shigeru Tanaka

Limits to the Development of Feed-Forward Structures in Large Recurrent
Neuronal Networks

Susanne Kunkel, Markus Diesmann and Abigail Morrison

Experiment: Original Research Articles

485

496

Human Synapses Show a Wide Temporal Window for Spike-Timing-Dependent
Plasticity

GuilhermeTesta-Silva, Matthijs B. Verhoog, Natalia A. Goriounova, Alex Loebel,

J. J. Johannes Hjorth, Johannes C. Baayen, Christiaan P J. de Kock

and Huibert D. Mansvelder

A developmental sensitive period for spike timing-dependent plasticity in the
retinotectal projection

Jennifer Tsui, Neil Schwartz and Edward S Ruthazer

August 2012 | Spike-Timing-Dependent Plasticity: A Comprehensive Overview | 6


http://www.frontiersin.org/Synaptic_Neuroscience/researchtopics/Spike-timing_dependent_plastic/39

506

515

530

548

561

GABAergic synaptic transmission regulates calcium influx during spike-timing
dependent plasticity

Trevor Balena, Brooke A Acton and Melanie A Woodin

GABAergic activities control spike timing- and frequency-dependent long-term
depression at hippocampal excitatory synapses

Makoto Nishiyama, Kazunobu Togashi, Takeshi Aihara and Kyonsoo Hong

Calcium Messenger Heterogeneity: A Possible Signal for Spike
Timing-Dependent Plasticity

Stefan Mihalas

Cortico-striatal spike-timing dependent plasticity after activation of subcortical
pathways

Jan M Schulz, Peter Redgrave and John N J Reynolds

Information carried by population spike times in the whisker sensory cortex can
be decoded without knowledge of stimulus time

Stefano Panzeri and Mathew E Diamond

August 2012 | Spike-Timing-Dependent Plasticity: A Comprehensive Overview | 7


http://www.frontiersin.org/Synaptic_Neuroscience/researchtopics/Spike-timing_dependent_plastic/39

{fromtiers in
SYNAPTIC NEUROSCIENCE

EDITORIAL
published: 12 July 2012
doi: 10.3389/fnsyn.2012.00002

=

Spike-timing-dependent plasticity: a comprehensive overview

H. Markram', W. Gerstner? and P J. Sjéstrom?**

! Brain Mind Institute Life Science, Ecole Polytechnique Federale de Lausanne, Lausanne, Switzerland

2 Ecole Polytechnique Federale de Lausanne, Lausanne, Switzerland

2 Department of Neurology and Neurosurgery, Centre for Research in Neuroscience, The Research Institute of the McGill University Health Centre, Montreal, QC, Canada

*Correspondence: jesper.sjostrom@mcgill.ca
Edited by:
Mary B. Kennedy, Caltech, USA

Reviewed by:
Mary B. Kennedy, Caltech, USA

WHY TIMING MATTERS

A neuron embedded in a neuronal network is bombarded with
thousands of inputs every minute. But which ones are important?
Which information should the neuron listen to and pass along to
downstream neurons?

During brain development and during learning, this is a formi-
dable problem that the vast majority of neurons in the brain have
to solve — how to correctly choose and fine-tune the inputs from
one’s neighbors without any other information than that which is
received from these neighbors themselves. Some of these neighbors
provide good information while others do not. Who to trust? How
can you determine who to pay attention to?

Many decades ago, the Canadian neuropsychologist Hebb
(1949), the Polish neurophysiologist Konorski (1948), as well as the
Spanish anatomist Ramon y Cajal (1894) all had similar ideas that
could potentially help explain how neurons wire up. The basic idea
was essentially that —in the words of the present-day neuroscientist
Shatz (1992) —“cells that fire together, wire together.” In other words,
if things keep happening more or less simultaneously, you may
assume that there is a common cause for the firing. More impor-
tantly, if one of the cell is active systematically just slightly before
another, the firing of the first one might have a causal link to the
firing of the second one and this causal link could be remembered
by increasing the wiring of connections, a notion we call synaptic
plasticity. In short, timing matters because it may indicate causality.

Even though Hebb did propose an ordering of firing in his
“phase sequences” (Hebb, 1949), the view that coincident activ-
ity in connected neurons is what matters in plasticity practically
dominated modern neuroscience research well into the mid 1990s.
Although some few studies had indeed been carried out prior
to this (e.g., Levy and Steward, 1983), neuroscientists typically
did not consider the precise timing of inputs in their synaptic
plasticity experiments. But this changed rapidly when a flurry of
studies were published in the mid 1990s. Theoreticians realized
just how important temporal order was for conveying and stor-
ing information in neuronal circuits, and to hook them up cor-
rectly. And experimenters realized that they had almost completely
ignored this one factor — time — in their experiments, while they
at the same time saw how the synaptic connections of the brain
had mechanisms in place that clearly should make them acutely
sensitive to timing. Thus the field of Spike-Timing-Dependent
Plasticity — or STDP — was born, via the first key studies of Henry
Markram (Markram and Sakmann, 1995; Markram et al., 1997)
and Gerstner et al. (1996).

With STDP, a neuron embedded in a neuronal network can
determine which neighboring neurons are worth listening to by
potentiating those inputs that predict its own spiking activity.
However, the neuron in question pays less attention to those neigh-
boring neurons that fail to do this. In other words, the neuron pays
less attention to neighbors speaking gibberish. The net result is that
our sample neuron can integrate inputs with predictive power and
transform this is into a meaningful predictive output, even though
the meaning itself is not strictly known by the neuron. In STDP
we thus have a very simple and elegant algorithm for appropriately
hooking up neurons in the brain. Little wonder that there has been
so much excitement surrounding the discovery of STDP.

THE STDP RESEARCH TOPIC: A BRIEF INTRODUCTION

This Frontiers Research Topic eBook has been divided into eight
sections, of which six contain reviews and two comprise origi-
nal research articles. The first section is called The Conceptual
Development of STDP, and deals with the history leading up to
the discovery of STDP. Markram et al. (2011) outlines the history
of timing in plasticity, beginning with Aristotle some 2000 years
ago. Sjostrom and Gerstner (2010) next define and briefly outline
the STDP concept. Because the history of anything is necessarily
subjective, this section also includes personal accounts, published
as Opinion pieces. Contributors include the Nobel prize winner
Cooper (2010), who famously helped outline the Bienenstock—
Cooper—Munro theory of metaplasticity (Bienenstock et al., 1982);
the electrophysiologist Levy (2010), who arguably carried out some
of the very first timing-dependence experiments in plasticity (Levy
and Steward, 1983); and the theoretician Gerstner (2010), who in
a theoretical study (Gerstner et al., 1996) independently predicted
and anticipated Henry Markram’s report of STDP (Markram and
Sakmann, 1995; Markram et al., 1997).

In the second section, The Biological Relevance of STDP is dis-
cussed. Lisman and Spruston (2010) are first out and argue that
STDP is limited plasticity paradigm that cannot unify the field of
plasticity, because its biological relevance is overrated. This is an
important criticism —which the authors have made before (Lisman
and Spruston, 2005) — that researchers in the STDP field should
take to heart and try to address. Schulz (2010) develops this point,
making the case that plasticity in the intact brain is likely to be
much more complicated than in simple in vitro experiments. In a
more specific argument, Shouval et al. (2010) suggest that STDP
is in reality a result of something more fundamental, which they
propose is intracellular calcium signals. In addition, they argue in
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favor of mechanism-driven modeling, rather than theory driven
by phenomenology. Fregnac et al. (2010) make the case that there
is limited evidence supporting an actual functional role of STDP
in the intact brain, an important point that should be compared
to those of Schulz (2010) and of Lisman and Spruston (2010). By
comparing two different induction protocols, they conclude that
classical STDP might be limited to the critical period in vivo. Finally,
Buchanan and Mellor (Buchanan et al., 2010) focus on STDP in the
hippocampus, showing that for this brain region the experimental
literature seems to be particularly fraught with disagreement. But
there is common ground, which is defined by post-synaptic calcium
transients, thus echoing the point made by Shouval et al. (2010).

Section three deals with Mechanisms: Inducing, Expressing, and
Controlling STDP. Seguing from the previous section, Graupner
and Brunel (2010) begin by providing an overview of biophysical
models of synaptic plasticity, including those based on calcium
and those based on signaling cascades, with a special emphasis
on bistable synapses. Following on this, Froemke et al. (2010b)
explore how STDP depends on where the synapse is located in
the dendritic arbor, and what the functional consequences of this
location dependence might be (for a related article here-in, see
Clopath and Gerstner, 2010). Turning next to the pre-synaptic side
and how it governs STDP, Rodriguez-Moreno et al. (2010) over-
view recent findings on the role of pre-synaptically located NMDA
receptors in timing-dependent long-term depression (cf. Duguid
and Sjostrom, 2006). But pre or post-synaptic mechanisms cannot
suffice — as Pawlak et al. (2010) show in the ensuing paper, STDP
must be somehow controlled by a third factor, which is likely a
neuromodulatory gate. Finally, Froemke et al. (2010a) discuss the
consequences of temporally non-linear spike-pair interactions in
STDP. They show that factors such as spike triplets and rate also
determine plasticity, although differently in neocortex compared
to hippocampus.

This brings us to the next set of questions: Does STDP always
look the same? In fact, has STDP been found at all synapse types?
In section four, these and other questions are addressed as we learn
about The Diverse Phenomenology of STDP. Shulz and Jacob (2010)
compare STDP in different species and brain regions, in particular
in vivo, and find that variability depends not only on synapse type,
but also on network state and neuromodulation, thus arguing for
the need for more research. Miiller-Dahlhaus etal. (2010) report on
STDP-like changes in the human brain as evidenced by transcranial
magnetic stimulation. Richards et al. (2010) subsequently report
on in vivo STDP in the optic tectum of the tadpole, Xenopuslaevis,
where some of the first evidence for the existence of STDP was
found. So far, we have focused on the plasticity of excitation, but
it is important not to neglect the plasticity of inhibitory circuits,
as is pointed out in the review by Lamsa et al. (2010). After this,
Roberts and Leen (2010) discuss the role of anti-Hebbian STDP in
computational features such as predictive sensory cancelation and
novelty detection in the electrosensory system of the weakly electric
fish. Next, Fino and Venance (2010) overview the state of the striatal
STDP field, where some conflicting results have been reported.
The authors argue that these discrepancies are due to diversity
in synaptic learning rules across different cell types, but probably
also to experimental conditions. Finally, Larsen et al. (2010) review
STDP in the sensory neocortex, arguing that the properties of STDP

change over development, to achieve optimal tuning of neurons as
conditions change with maturation. To conclude, STDP exists in
humans, tadpole, and electric fish alike, but it may vary with the
specific cell and synapse type as well as with developmental stage.

Timing is not everything, however, and in section five, titled
STDP and Beyond, we learn about other forms of plasticity and
how they interact with timing-dependent learning rules. Watt and
Desai (2010) discuss how homeostatic plasticity is necessary for a
neuron to keep its cool as the world changes, for example as inputs
connect up during development. Such homeostatic plasticity may
act on synapses or on the excitability of the cell itself. Debanne and
Poo (2010) go beyond the synapse to the plasticity of intrinsic excit-
ability of the pre or the post-synaptic cell, overviewing how this is
linked to the induction of STDP, as well as what its spatial extent is.

In section six, entitled STDP: Consequences in Health and Disease,
the impact of STDP on circuits is discussed. Butts and Kanold
(2010) make the interesting argument that — because early activ-
ity patterns typically do not possess the fast correlation structures
that STDP is sensitive to, but mature activity patterns do — STDP
may first be masked, only to emerge later in development and be
present in the mature brain (for a different view, see Fregnac et al.,
2010). Next up is Gilson et al. (2010), who explore STDP in recur-
rent neuronal networks. Although several theoretical studies have
explored the role of STDP in individual cells, Gilson et al. (2010)
discuss the consequences of STDP in the circuit, with a focus on
weight dynamics and the evolution of different network structures.
Finally, Meredith and Mansvelder (2010) overview STDP in neu-
rodevelopmental learning disorders, using the Fragile X syndrome
as a starting point. They propose that studying STDP in a disease
context may provide an opportunity to link cognition and learn-
ing rules.

The two last sections consist of original research articles grouped
into theoretical and experimental studies. Due to lack of space, we
regrettably cannot introduce these contributions individually here.

CONCLUDING REMARKS

There is no doubt that STDP is a novel plasticity paradigm of great
interest that holds particular promise for biological and computa-
tional relevance. STDP has in fact dramatically reshaped the field
of synaptic plasticity over the past decade or so. But this is not to
say that STDP has been a panacea for all problems neuroscientific.
Clearly cells that fire together wire together, there is no doubt about
that, so the coming of STDP has not rendered the classical literature
obsolete by any means. Also, the advent of STDP has raised many
questions. Can we really be sure that STDP actually happens in
the intact brain? Most studies have been carried out in a dish, after
all, so we should not assume that these artificial activity patterns
imposed on the tissue in the dish are necessarily relevant. If STDP
does exist, does it exist in all animal species? After all, if STDP is
inherently important for brain functioning, it should have been
relatively preserved by evolution. And should there not be a way
of turning STDP on and off? It does not seem to be the case that
we constantly learn and rewire our brains to every stimulus we
encounter; our brains are quite selective filters when it comes to
information storage. If the STDP paradigm shift is to be more than
a revolution in a dish, a much-improved understanding of this
phenomenon is desperately and urgently needed. This Frontiers
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Research Topic eBook on STDP has aimed to help achieve precisely
this, by comprehensively overviewing what is known, outlining
what is not known, highlighting controversy, and pointing out
where we need to direct our research efforts next. This research is
important, because it is about how your brain works.
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How learning and memory is achieved in the brain is a central question in neuroscience. Key
to today's research into information storage in the brain is the concept of synaptic plasticity,
a notion that has been heavily influenced by Hebb's (1949) postulate. Hebb conjectured
that repeatedly and persistently co-active cells should increase connective strength among
populations of interconnected neurons as a means of storing a memory trace, also known
as an engram. Hebb certainly was not the first to make such a conjecture, as we show in this
history. Nevertheless, literally thousands of studies into the classical frequency-dependent
paradigm of cellular learning rules were directly inspired by the Hebbian postulate. But in
more recent years, a novel concept in cellular learning has emerged, where temporal order
instead of frequency is emphasized. This new learning paradigm — known as spike-timing-
dependent plasticity (STDP) — has rapidly gained tremendous interest, perhaps because of
its combination of elegant simplicity, biological plausibility, and computational power. But
what are the roots of today’s STDP concept? Here, we discuss several centuries of diverse
thinking, beginning with philosophers such as Aristotle, Locke, and Ribot, traversing, e.g.,
Lugaro's plasticitaand Rosenblatt’s perceptron, and culminating with the discovery of STDP.
We highlight interactions between theoretical and experimental fields, showing how dis-
coveries sometimes occurred in parallel, seemingly without much knowledge of the other
field, and sometimes via concrete back-and-forth communication. We point out where
the future directions may lie, which includes interneuron STDP the functional impact of
STDR its mechanisms and its neuromodulatory regulation, and the linking of STDP to the
developmental formation and continuous plasticity of neuronal networks.

Keywords: synaptic plasticity, spike-timing-dependent plasticity, bidirectional plasticity, long term depression, long

term plasticity, history, learning, memory

TIMING IS EVERYTHING
Already in antiquity, philosophers such as Aristotle observed the
need for repeating sequences of activation in order to link mental
representations (reviewed in Fregnac, 2002). In De Memoria Et
Reminiscentia, Aristotle argued “Acts of recollection, as they occur
in experience, are due to the fact that one movement has by nature
another that succeeds it in regular order” (cited in Hartley, 1749;
James, 1890). This is an intuitively appealing way of describing
recollection, but it also implies causative chains of events. How can
the mind establish causal relationships between events in the out-
side world? Indeed, it instinctively seems correct and very human
to assume that the repeated and persistent temporal ordering of
events A and B actually means that event A somehow causes event
B. In fact, this mode of thinking is so human that concluding that
B is caused by A in this scenario may make others accuse us of the
logical fallacy of false cause, also known as post hoc ergo propter hoc.
Even so, this way of establishing causal and acausal relation-
ships between events in the outside world seems to be key to how
individual synaptic connections in the brain operate: typically,
synapses are increased in strength if presynaptic spikes repeatedly
occur before postsynaptic spikes within a few tens of millisec-
onds or less, whereas the opposite temporal order elicits synaptic

weakening, a concept known as spike-timing-dependent plasticity
(STDP; Figures 1A,B). It is as if synapses in the brain are rewarded
via strengthening if its activity consistently predicts the postsynap-
tic activity, while repeated failure at predicting the postsynaptic
cell’s activity — “postdiction” — results in punishment via synap-
tic weakening. As shall be discussed in more detail later, there are
however many different types of STDP (Caporale and Dan, 2008;
Sjostrom et al., 2008). In this historical overview, we aim to briefly
trace the historical background leading up to the STDP cellular
learning paradigm in modern neuroscience research.

THE ROOTS OF PLASTICITY

Aristotle first introduced in his treatise De Anima the notion of the
mind as a tabula rasa, or a blank slate, an idea that in the eleventh
century was further developed by the Islamic philosopher Avi-
cenna (also known as ibn-Sina), who argued that the mind was
a blank slate at birth that was later developed through education.
This idea was in stark contrast to that of Plato, Aristotle’s teacher,
who argued in, e.g., Phaedo that the human mind was created in
the heavens, pre-formed and ready, and was then sent to Earth to
join the body. Philosophers have thus long argued as to whether
we primarily are a product of nature or of nurture.
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FIGURE 1 | Defining Spike-Timing-Dependent Plasticity (A) A
presynaptic cell connected to a postsynaptic cell repeatedly spiking
just before the latter is in part causing it to spike, while the opposite
order is acausal. (B) In typical STDP causal activity results in long-term
potentiation (LTP), while acausal activity elicits long-term depression (LTD;
Markram et al., 1997b; Bi and Poo, 1998; Zhang et al., 1998). At some
cortical synapses, the temporal window for LTD (dashed gray line) is
extended (Feldman, 2000; Sjostrom et al., 2001). These temporal windows
are often also activity dependent, with LTP being absent at low-frequency
(gray continuous line, Markram et al., 1997b; Sjostrom et al., 2001), and
postsynaptic bursting relaxing the LTD timing requirements to hundreds of
milliseconds (Debanne et al., 1994, Sjostrom et al., 2003).

In modern times, the clean-slate view of the brain is normally
accredited to the seventeenth century English philosopher, John
Locke. Locke (1689) proposed that we are born without any pre-
conceptions or innate ideas and that experience completely molds
the brain, thus nurture determines who we are. This notion is
central to Locke’s empiricism, which emphasizes the individual’s
ability to author his or her own destiny. The tabula rasa view
on learning in the brain had a powerful effect on subsequent
philosophers and psychologists, and became generally accepted
in psychology by the mid nineteenth century. It for example fea-
tures in Sigmund Freud’s psychoanalysis, and is in fact still today
a major paradigm in many respects.

The seventeenth and eighteenth century philosophers, such as
Thomas Hobbes, David Hume, Etienne de Condillac, and David
Hartley, drove the shift to empiricism by claiming a physical basis
for behavior, learning, and memory. An important related question
that these philosophers were trying to answer was how habits come
about. These questions lead to a series of fundamental postulates
of associative learning, contiguity, synchronization, and succes-
sion of events. Hartley, for example, wrote “Any sensations A, B,
C etc., by being associated with one another a sufficient Number of
Times, get such a power over the corresponding Ideas, a, b, ¢, etc.,
that any one of the sensations A, when impressed alone shall be

able to excite in the Mind, b, ¢, etc., the ideas of the rest.” (Hartley,
1749).

By the mid nineteenth century, philosophers, psychologists, and
early physiologists, neurosurgeons, and the first neuroscientists
started seeking the mechanisms that form the physiological bases
of learning and memory and locked on to the notion that asso-
ciating information is the ultimate law governing brain function.
Philosophers during this time even expressed their surprise at how
the “ancient ones” could have thought otherwise. The influential
French philosopher Théodule Ribot writes, “It is remarkable that
this discovery was made so late. Nothing is simpler, apparently, than
to notice that this law of association is the truly fundamental, irre-
ducible phenomenon of our mental life; that it is at the bottom of all
our acts; that it permits of no exception; that neither dream, revery,
mystic ecstasy, nor the most abstract reasoning can exist without it;
that its suppression would be equivalent to that of thought itself.
Nevertheless no ancient author understood it, for one cannot seri-
ously maintain that a few scattered lines in Aristotle and the Stoics
constitute a theory and clear view of the subject. It is to Hobbes,
Hume, and Hartley that we must attribute the origin of these studies
on the connection of our ideas. The discovery of the ultimate law
of our psychologic acts has this, then, in common with many other
discoveries: it came late and seems so simple that it may justly aston-
ish us.” (Ribot, 1870). The Scottish Philosopher, Alexander Bain
writes, “Actions, sensations, and States of Feeling, occurring together
or in succession, tend to grow together, or cohere, in such a way that,
when any one of them is afterwards presented to the mind, the others
are apt to be brought up in idea.” (Bain, 1855).

The idea that changes at junctions between neurons might
account for learning and memory by changing the way informa-
tion flows in the brain was already speculated in the later half of
the nineteenth century. The earliest references that explicitly pins
down the junctions between cells as the physical element that must
change to enable learning and memory, even before the existence
of synapses was known, is probably that of Bain; “For every act of
memory, every exercise of bodily aptitude, every habit, recollection,
train of ideas, there is a specific grouping or coordination of sensa-
tions and movements, by virtue of specific growth in cell junctions.”
(Bain, 1873).

William James (Figure 2), a leading American psychologist,
driven by the belief that truth was relative and shaped by the
learned usefulness of events, lay down the foundations for many
years of speculations on the specific causal conditions that would
strengthen these junctions. “The psychological law of association of
objects thought of through their previous contiguity in thought or
experience would thus be an effect, within the mind, of the physical
fact that nerve-currents propagate themselves easiest through those
tracts of conduction which have been already most in use. . .the phe-
nomenon of habit in living beings are due to the plasticity of the
organic materials of which their bodies are composed. . .And it is too
the infinitely attenuated currents that pour in through these latter
channels (sensory nerve roots) that the hemispherical cortex shows
itself to be so peculiarly susceptible. The currents, once in, must find
a way out. In getting out they leave traces in the paths they take. . .So
nothing is easier than to imagine how, when a current once traversed
a path, it should traverse it more readily still the second time.” (James,
1890).
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FIGURE 2 | William James Source: Houghton Library, Harvard University,
Call number pfMS Am 1092 (1185) #83, with permission.

James considered repetition, intensity, and competition key
determinants of associations. “The amount of activity at any given
point in the brain-cortex is the sum of tendencies of all other points
to discharge into it, such tendencies being proportionate (1) to the
number of times the excitement of each other point may have accom-
panied that of the point in question; (2) to the intensity of such
excitement; and (3) to the absence of any rival point of functionality
disconnected with the first point, into which the discharges might be
diverted.” James also postulated a neural mechanism of associa-
tive learning, “After discrimination, association!. . .a stimulus which
would be inadequate by itself to excite a nerve centre to effective
discharge may, by acting with one or more other stimuli (equally
ineffectual by themselves alone) bring the discharge about. . .Let us
then assume as the basis of all our subsequent reasoning this law:
When two elementary brain-processes have been active together or
in immediate succession, one of them, on reoccurring, tends to prop-
agate its excitement into the other.” (James, 1890). This associative
learning rule is strikingly similar to that proposed by Donald Hebb
about half a century later (see below).

One may be tempted to think that early philosophers and
psychologists considered timing of events only vaguely, but in
fact a remarkable number of psychophysical studies were con-
ducted in the nineteenth century in an attempt to define the
temporal unit of perception and the temporal unit of associa-
tions of perceptions. Measurements varied from 750 ms down
to as little as 2ms for the units of perception and as little as
50 ms for associations of events (see James, 1890). The sequential
timing and succession of events was considered critical in these
early theories of mind and in particular learning and memory.

James writes, “Time-determinations apart,. . .objects once experi-
enced together tend to become associated in the imagination, so that
when any one of them is thought of, the others are likely to be thought
of also, in the same order of sequence or coexistence as before. This
statement was named the law of mental association by contiguity.”
Shadworth Hodgson, an English philosopher and close colleague
of James, writes, “Memory aims at filling the gap with an image
which has at some particular time filled it before, reasoning with one
which bears certain time-and space-relations to the images before
and after.” (James, 1890).

The later half of the nineteenth century was also the period
when the experimental foundations for classical conditioning
where being laid down. Ivan Pavlov’s 12 years of experiments on
conditioned salivation and digestion in his dog were published in
1897. The principle was laid down that there are pre-set physiologi-
cal reactions (salivation) that can be triggered by an unconditioned
stimulus (smell of food) and that any arbitrary neutral stimulus
(e.g., the color of one’s shirt) can be converted into a conditioned
stimulus if presented at the same time as the unconditioned stim-
ulus. Temporal ordering on a timescale of seconds was essential
(Pavlov, 1897).

The foundations for the electrical properties of the brain and
the discovery of the action potential were laid down in the latter
part of the nineteenth century. Building on the work of the Italians
Luigi Galvani and Allesandro Volta in the 1790s, Matteucci (1838)
showed that living organisms generate electricity, thus giving rise
to the concept of bioelectricity — the electric fish was of course a
great help in this scientific revolution (Sances et al., 1980). Fol-
lowing on from this work, the German physician Emil du Bois
Reymond, with the theoretical help of Hermann von Helmholtz,
went on to develop methods of extracellular electrical recording
and stimulation, which he used to discover the action potential
in 1848 (du Bois Reymond, 1848). His work essentially founded
experimental neuroscience in general and electrophysiology in
particular. By the late 1890s neurosurgeons, neurologists, and neu-
rophysiologist were using these new electrophysiological methods
to study changes in the flow of electrical potentials in the ner-
vous system by stimulating and recording from nerve tracts. Julius
Bernstein, a student of du Bois Reymond and Helmholtz suc-
ceeded in 1868 to record the time course of action potentials with
sub millisecond resolution (Bernstein, 1868; reviewed in Schuetze,
1983) and later in his life developed the theory of the equilibrium
membrane potential of neurons generated by separation of ionic
charges by the cell membrane (Bernstein, 1902).

Perhaps the most important work during this time was by the
early Oxford neuroscientists Sir Victor Horsley and Francis Gotch
in the 1890s (Gotch and Horsley, 1891). Horsley and Gotch used
in vivo extracellular field recording and stimulation to identify
the locus of epileptic seizures in humans. They were among the
early explorers of functional specialization and lateralization of
the brain some 50 years before Penfield’s systematic study of the
homunculus (Penfield and Boldrey, 1937). In relation to synap-
tic plasticity, they stimulated the cerebral cortex and recorded in
the spinal cord and sciatic nerve of cats and monkeys while also
monitoring changes in muscle contraction. “. . .the dura mater was
exposed at the level of the motor area of the lower limb; the spinal cord
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was then exposed at the level of about the 7" dorsal vertebra; raised
in air and connected to the non-polarized electrodes. . . These results
indicate (1) that the rise in the (potential) difference is occasioned
not merely by direct application of the stimulating agent to the cord,
but as a consequence of the presence of a series of excitatory processes,
whether these are produced by nerve impulses entering below by
afferent channels, or from above by cortical efferent ones. . ..(2) They
also show that the rise is least in the case of the excitatory cord
changes evoked by cortical stimulation, in which case the limit of
rise is not only small, but soon attained, ... when the columns
of the cord itself are excited, the rise is greater, ... It would thus
appear that one of the main features in the rise is the extent to which
the nerve structure of the cord are thrown into activity...” (Gotch
and Horsley, 1891). Their records on woodcuts actually show ini-
tial facilitation followed by depression of the evoked local field
potentials.

The German neuroanatomist von Waldeyer-Hartz (1891)
among others lay down the neuron doctrine — the idea that the
brain is a system composed of separate neurons. At the same time,
the documentation of neuronal composition of the brain began
with the work of the Spanish physician-turned-neuroanatomist
Santiago Ramon y Cajal (Figure 3) and the Italian pathologist
Camillo Golgi. Ramén y Cajal (1894) had also proposed that
long-term memories do not need new neurons, but rather the
growth of new connections between existing neurons. The junc-
tion between neurons only became known as a “synapse” at the
turn of the century after Sir Charles Sherrington declared that
the “tip of a twig of the arborescence is not continuous, but merely
in contact with the substance of the dendrite or cell-body on which
it impinges” and that “Such a special connection of one nerve cell
with another might be called a ‘synapsis’” (Sherrington, 1897,
1909).

Yet Sherrington did not speculate on the possible relation
between synaptic plasticity and learning. Tanzi (1893), an Ital-
ian neuropsychiatrist put forward the very first hypothesis that
associative memories and practice-dependent motor skills may
depend on a localized facilitation of transmission of already exist-
ing connections some 4 years before Sherrington coined the term
“synapsis.” Tanzi and his disciple Ernesto Lugaro clearly admired
Ramoén y Cajal and his ideas of the nervous system as an aggregate
of neurons separated by small distances. Influenced by Ramén
y Cajal’s ideas of neurotropism, they hypothesized that nervous
excitation must encounter some difficulty in crossing this space
between neurons and that repetitive activity of the neuronal path
(such as during learning of a specific task) would lead to hypertro-
phy of the neurons and thus facilitate easier crossing of the space
between them (Tanzi, 1893). Lugaro (1898, 1906, 1909) expanded
on this view, combining it with his new insight on chemical neu-
rotransmission which attempts to explain how nerves find their
targets via gradients of diffusible messengers. He also argued that
coincident activity drives modifications of connections between
neurons and used familiar and modern-sounding terminology
such as “The plasticity of the nervous elements” (“La plasticita
degli elementi nervosi cerebrali”) and “plastic activity of neurons”
(“attivita plastica dei neuroni”). Lugaro was thus the first to coin
the term plasticity to synaptic modification (Lugaro, 1898, 1906,
1909).

U G KZM

FIGURE 3 | Santiago Ramon y Cajal Source: Wikimedia Commons, public
domain.

By the end of the nineteenth century, it was widely believed
that information flow must change in the brain for learning and
memory to occur, that synapses control the flow of information,
that they are the neural substrate of learning and memory, and that
learning requires repeated and persistent activation without com-
peting inputs, and that it is the temporal organization of events
that determines the strength of associations — the glue to build
memories.

PLASTICITY IN THE EARLY TWENTIETH CENTURY

The first half of the twentieth century witnessed a number of
landmark studies that had a great influence on our views of chem-
ical synapses, neurotransmitters, neuronal processing, direction
of information flow in neurons, learning, memory, and behav-
ior. First, the notion of chemical synapses became well defined,
building on the nineteenth century work of Claude Bernard, by
contributions from many great scientists such as Langley, Elliot,
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Dale, Loewi, Feldberg, and Brown (for a review, see Bennett, 2000).
Chemical synapses were more attractive for learning and memory
processes than electrical synapses because they impose a sense
of direction to the flow of information in the brain. The actual
direction however was a topic of rather intense debate until the
1930s. Ramon y Cajal (1911) was preoccupied with the direction
of flow of information between neurons, which he emphasized
using artistic arrows in his many drawings, although Cajal’s arrows
sometimes pointed in the wrong direction.

While these neural principles were laid down, Karl Lashley was
literally trying to cut out memories from the brain. His failure to
find “the engram” led to the important conclusion that memory —
and brain function in general — depends on “mass functioning
of many neurons.” (Lashley, 1929). In the 1930s, the Canadian
neurosurgeon Wilder Penfield — who was greatly inspired by Sher-
rington — developed the Montréal procedure for treating patients
with intractable epilepsy by destroying pathological tissue. By
locally stimulating the brain of awake patients to ascertain the
origin of the seizure, he could excise the epileptogenic area while
at the same time preserving healthy brain tissue. This technique
also permitted the creation of maps of the sensory and motor
cortices of the brain, known as the cortical homunculus, a view
that counter balanced Locke’s fabula rasa vision of the brain.
Penfield thus contributed greatly to our understanding of localiza-
tion and lateralization in the brain (Penfield and Boldrey, 1937).
This was also around the time that John Watson, the founder
of behaviorism, proposed that negative associations could just
as easily replace positive ones, through his famous but ethically
questionable experiments on Little Albert. With this young boy, he
demonstrated that a previously rewarding conditioning stimulus
(playing with a white rat) could easily become negatively associ-
ated (by a loud noise). Watson thus went to the extreme end of
the nature-versus-nurture argument and claimed that the envi-
ronment can create any personality (Watson and Rayner, 1920).
Experiments such as the one on Little Albert reinforced the notion
that the brain begins as a clean-slate — a tabula rasa — on which
experience shapes the individual. The clean-slate hypothesis is cen-
tral to synaptic plasticity as it implies that the connectivity and
strength of synaptic connections are entirely shaped by experi-
ence. In other words, circuits have full freedom to reconfigure and
existing synapses are unrestricted with respect to change following
experience.

Later, Burrhus Skinner argued that classical conditioning was
not sufficient to explain all habits, traits, and tendencies, and
instead developed operant conditioning. This denotes the forma-
tion of an association with an event that is accidentally found
to have a positive behavioral outcome, similar to what is today
commonly known as trial-and-error learning (Skinner, 1938).

By the 1930s, it had become clear that information flowed from
presynaptic axons to postsynaptic dendrites, that all inputs were
integrated at the soma, and that — once the threshold for action
potential generation was reached — the information propagated
along the axon of the postsynaptic cell. Sir John Eccles, a stu-
dent of Sherrington’s, was perhaps the first to speculate that once
an action potential is generated and propagates down the axon,
it would also be momentarily reflected back into the dendrites
(Eccles and Sherrington, 1931).

The work of Rafael Lorente de N, a student of Cajal’s, however
put forward the winning notion of the time that “The only possi-
bility for... [a neuron]... using all the impulses seems to be, first, that
each synapse sets only a subliminal (chemical or other) change able of
summation and, second, that the conduction through the synapses is
not followed by a refractory period. The subliminal changes are sum-
mated first in the dendrites then the surrounding of the axon. When
the change reaches threshold value, an explosive discharge through
the axon takes place. . . The axon... enters in a refractory state, but
the cell body and dendrites do not do so, they continue receiving
and adding subliminal changes until the threshold value is reached
again and the axon has recovered....” (Lorente de N6, 1934). Lorente
de N6 also went on to develop the early concepts of neural net-
work function with the concepts of recurrent chains of neurons
in which activity would reverberate persistently without leaving.
His work influenced his Chinese student Feng (1941) to produce
some of the early twentieth century records of synaptic facilitation,
which also sparked the early neural network theories by cyber-
netician Warren McCulloch and logician Walter Pitts (McCullogh
and Pitts, 1943). It was these early recurrent network ideas that
created the notion of “infinite loops within loops” — once infor-
mation enters a neural system it may persistently reverberate and
not easily leave.

The next leap in synaptic plasticity was made in the discoveries
of synaptic changes that lasted for several minutes after the tetanic
stimulus was over. Post-tetanic potentiation seemed to have been
discovered in the early part of the twentieth century by the Ameri-
can neurophysiologist and behaviorist, Ralf Gerard (1930). Other
important early works in the 1940s included those of Lloyd (1949)
and Larrabee and Bronk (1947). “It is our purpose to describe cer-
tain observations which reveal long-lasting effects of nervous activity
that increase the stimulating action of nerve impulses at a synapse.
The transient effects of an electric stimulus and the brief duration of
a nerve impulse have emphasized the role of rapidly occurring events
in the nervous system. On the other hand, physiological and psycho-
logical observations reveal many phenomena, which must be due to
long persistent effects of nerve impulses within the central nervous
system. Among these are the after-effects which continue for many
minutes following a visual stimulus. . ., the sensory effects of intense
mechanical vibrations which may continue for days, and the process
of learning. These are among the obscure and challenging problems
of neurology. It is probable that such phenomena are due to long-
lasting changes in the properties of neurones and of synapses caused
by previous activity.” (Larrabee and Bronk, 1947).

Inspired by Pavlov’s work, Gerard also restated a long-held
understanding from empiricist psychology that “in the course of
establishing a conditioned reflex, a particular afferent system comes
to exercise control over an efferent one upon which it normally has
no action. In neurological terms, this means that two brain centers
become able to interact physiologically as a consequence of having
been repeatedly set into action together. . .On the other hand, it has
long been known (Ralf Gerard, 1930), though often overlooked, that
a few seconds tetanus may leave, even in nerve, considerable after-
potentials which actually increase in magnitude during three or four
minutes and endure for over fifteen.” (Gerard, 1949). Gerard (1949)
realized the importance of these “after-effects” of an action poten-
tial for learning, memory and behavior. He noted, “What occurs
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at a given synapse can be highly variable. . .It is not over when an
impulse flashes across a synapse and onto its destination. It leaves
behind ripples in the state of the system. The fate of a later impulse
can thus be at least a little influenced by the past history of the neu-
rones involves, by what happened before — and when. So we begin
to get some increased freedom in accounting for behavior.” (Gerard,
1949).

By the end of the first half of the twentieth century, the pieces
were in place for an early unification of ideas and a comprehen-
sive theory of learning and memory based on synaptic plasticity.
Long-lasting changes in synaptic efficacy were widely speculated
upon, speculations that were fuelled by these early discoveries of
short-term plasticity and post-tetanic potentiation.

HEBBIAN PLASTICITY AND ASSEMBLIES

The Canadian neuropsychologist Donald Hebb (Figure 4) — who
was a student of Wilder Penfield as well as of Karl Lashley — made
considerable headway at developing the concept of the distributed
location of memory. In his book “The Organization of Behavior,”
Hebb brought together many of the earlier ideas and findings on
plasticity and learning and memory in a tremendously influential
formal postulate of the neural mechanisms of learning and mem-
ory (Hebb, 1949), although Hebb himself later claimed that he
“was not proposing anything new” (Berlucchi and Buchtel, 2009).
Memories could be stored if the connections that repeatedly drive
activity in a cell become strengthened because this would cou-
ple specific groups of neurons together and explain how neurons

FIGURE 4 | Donald Hebb.

could be molded together in an assembly as a function of past
experience. “Let us assume that the persistence or repetition of a
reverberatory activity (or “trace”) tends to induce lasting cellular
changes that add to its stability.[. . .] When an axon of cell A is near
enough to excite a cell B and repeatedly or persistently takes part in
firing it, some growth process or metabolic change takes place in one
or both cells such that A’s efficiency, as one of the cells firing B, is
increased.” (Hebb, 1949). Even though Hebb explicitly stated that
“The general idea is an old one, that any two cells or systems of cells
that are repeatedly active at the same time will tend to become “asso-
ciated,” so that activity in one facilitates activity in the other” (Hebb,
1949), strengthening of connections between co-active cells has
become known as Hebbian plasticity and the resulting groups of
cells joined together through this form of plasticity even today go
under the moniker of Hebbian assemblies (Figure 5).

Hebb considered these assemblies as representing percepts and
the basis of thought. Key to this notion is the need for closed-loop
circuits and re-entrant paths in the brain, thus leading to reverber-
ating activity being held for some period of time by the circuit. In
this view, this reverberating activity represents the environmental
event that triggered it, and these re-entrant closed-loop circuits
are wired up in the first place by the very processes of perceptual
learning that Hebb proposed in his famed postulate. But it is key
that this system can also be intrinsically excited in the brain in
the absence of the sensory stimulus that originally helped orga-
nize it. As Hebb put it, “You need not have an elephant present
to think about elephants” (Hebb, 1972). Hebb also went further
to propose that assemblies are linked in chains to create a phase
sequence, which he considered the neural basis of the thought
process, via chains of percepts. The notion of phase sequences is
perhaps not entirely clear, but one key element seems to be the idea
that the same cells and assemblies can partake in several different
percepts depending on which cells and assemblies are co-active as
well as on which fired before and which fire after. Different phase
sequences may thus represent different thought processes, and the
same cells may be part of different thought processes via different
phase sequences. What is clear is that a temporal ordering of activ-
ity in cells is central to the phase sequence in Hebbian assemblies
(Hebb, 1949, 1972).

The idea that memories were held in cell assemblies was actually
proposed before Hebb. For example, Joseph Edgar DeCamp stated

FIGURE 5 | An illustration of the Hebbian postulate and a small
assembly of cells. Here, presynaptic cell a, along with afferents ¢ and d,
repeatedly and persistently drive the postsynaptic cell b, thus leading to a
long-term increase in the connective strength between cells a and b
(reprinted with permission from Hebb, 1972).
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that “From the neurological standpoint, in the learning of a series of
syllables, we may assume that a certain group of synapses, nerve-cells,
nerve paths, centres, etc., are involved. Immediately after the learn-
ing process that after-discharge continues for a short time, tending
to set the associations between the just learned syllables.” (DeCamp,
1915). Hebb’s comprehensive unification of the many previous
ideas was particularly important, because it laid the foundation
for subsequent generations to build upon.

One year before Hebb published his 1949 book, the Polish neu-
rophysiologist Konorski (1948) had already published remarkably
similar ideas on synaptic plasticity and its relation to learning. In
his book, Konorski aimed to show that morphological changes
in neuronal synaptic connections are the substrate of learning
(Zielinski, 2006). In other words, he argued against the view that
the formation of new connections was important, and instead
emphasized the role of changes in already existing pathways that
were for some reason not already in use. Coincident activation
of neuronal centers should lead to the formation of actual exci-
tatory pathways between them, based on pre-existing potential
connections, argued Konorski. But Konorski also conceived of a
key role for inhibition in such processes: When the receiving neu-
ronal center became less active after activation of the transmitting
center, inhibitory connections are enabled. Either way, Konorski
explicitly pointed out the role of repetition and repetition inter-
vals in these processes. Interestingly, Konorski also proposed the
existence of what we now jokingly refer to as grandmother cells,
although he termed them “gnostic units,” thus predicting the exis-
tence of e.g., neurons that respond to particular faces (Quiroga
et al., 2005).

Although Jerzy Konorski’s ideas sprung from those of Ivan
Pavlov, they were not entirely in agreement. This posed a problem
in the Communist East — Pavlov was religiously held in high esteem
both in the Soviet Union and in Poland. Konorski thus found him-
self as well as his work being suppressed for political reasons. For
more than a decade after and around the publication of his book,
he became relatively isolated from the West, and the impact of
his work was probably not as great in the West as it should have
been. Researchers such as Hebb, Adrian, and Eccles, however, in all
likelihood fully appreciated the importance of his proposals at a
very early stage (Zielinski, 2006). Today, some researchers prefer to
speak of Hebb—Konorski plasticity (e.g., Lamprecht and LeDoux,
2004), although the concept of Hebbian plasticity is clearly in
wider use.

In the early 1990s, Carla Shatz (1992) summarized the Hebbian
postulate as “cells that fire together wire together” to inputs in the
visual system that strengthen together if they are active at the same
time as the postsynaptic cell, thus leading to ocular dominance
column formation in early development due to retinal waves. This
Hebbian slogan caught on and is now in wide colloquial use in the
field. It is important to note, however, that if interpreted superfi-
cially, this slogan does not reflect all of what Hebb meant, because,
strictly speaking, Hebb’s rule is directional: cell A helps fire cell B. In
addition, provided that they are persistently co-active, Hebb sug-
gested the possible formation of assemblies of any neurons, even
previously unconnected ones: “When one cell repeatedly assists in
firing another, the axon of the first cell develops synaptic knobs (or
enlarges them if they already exist). . .” (Hebb, 1949). How a neuron

assists the firing of target neuron that it is not connected was sup-
posedly via the activation of other neurons that were connected to
that neuron.

Nevertheless, in synaptically coupled assemblies of neurons,
future stimulation of even a few of the members of the group
would tend to reactivate the entire assembly of neurons, thus
recreating the activity state that represented past experience and
recalling a memory of the past event. The Hebbian principle
was not only catchy because of its clear-cut and experimentally
testable formulation; it also rendered synaptic plasticity immedi-
ately and intuitively meaningful by positioning it in the context of
neuronal assemblies. Hebb’s postulate was also particularly pow-
erful because it gave a possible neural explanation to two notions
held by early philosophers and psychologists: that information
enters the brain and reverberates, thus leaving persistent traces;
and that information flow in the brain must change for learning
and memory to occur (Hebb, 1949).

The Hebbian principle is fundamentally a causal selection prin-
ciple based on rewarding synapses for successfully driving a post-
synaptic neuron. It was therefore also a natural neural mechanism
for association of simultaneous and sequential perceptual events,
speculated for over a century (see above). Between 1950 and 1967,
Hebb’s ideas spurred a plethora of studies by Shimbel, Brindley,
Eccels, Ito, and Szentagothai, to mention but a few, who attempted
to explain how synaptic plasticity could account for Pavlov and
Watson’s classical conditioning as well as for Skinner’s operant
conditioning.

In 1964, Eric Kandel and Ladislav Tauc showed that pairing
an EPSP with a conditioning stimulus in the giant marine snail
Aplysia caused a long-lasting facilitation of the EPSP (Kandel
and Tauc, 1964). More importantly, Kandel’s work strongly linked
synaptic plasticity with behavioral associative learning of the gill
withdrawal reflex in Aplysia. Because the presumed link between
synaptic plasticity and information storage in the mammalian
brain has not yet been established (Stevens, 1998; Sjostrom et al.,
2008), the importance of Kandel’s (2001) research on learning in
Aplysia is difficult to overstate. Presently, the molecular, biophys-
ical and cellular mechanisms that underlie behavioral learning in
Aplysia are known in great detail. Although this form of plas-
ticity is not Hebbian, the firm evidence for a role of synaptic
plasticity in learning in the marine snail — literally ranging all
the way from molecules to memory — thus forms a solid foun-
dation for on-going plasticity and memory research in mammals,
where the role of synaptic plasticity in memory storage remains
to be formally proven (Stevens, 1998). It should be pointed out,
however that in mammals tremendous progress has been made
in linking fear conditioning to synaptic plasticity in the amyg-
dala (Maren and Fanselow, 1996; Rodrigues et al., 2004; Maren,
2005).

Approximately two decades after Hebb published his postulate,
Terje Lomo (Figure 6) presented his work from Per Andersen’s lab-
oratory at a conference of the Scandinavian Physiological Society,
showing that high-frequency electrical stimulation in the dentate
gyrus of the rabbit hippocampus elicited responses that kept grow-
ing (Lomo, 1964; Bliss and Lomo, 1970, 1973). Tim Bliss joined
the Andersen group in 1968 and showed together with Lemo that
the condition for persistent growth of response amplitude was the
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FIGURE 6 | Tim Bliss, Per Andersen, Terje Lamo.

high-frequency stimulation itself (Lomo, 1964; Bliss and Lomo,
1970, 1973). While tetanic stimulation was already used for about
100 years, Bliss and Lamo’s study was the first to demonstrate that
the effects could last much longer than short-term facilitation or
post-tetanic potentiation. These findings lent experimental sup-
port to Hebb’s hypothesis that synapses are strengthened if they
are involved in successfully driving a cell, since sufficiently strong
high-frequency stimulation of afferent fibers could reasonably be
assumed to drive activity in postsynaptic cells.

STRENGTHENING AND WEAKENING IN THEORY

Hebb’s learning rule did not provide for an active mechanism
to weaken synapses — he proposed that synapses would weaken
if they were unused and that “less strongly established memo-
ries would gradually disappear unless reinforced” through a slow
“synaptic decay.” (Hebb, 1949). His book spurred intense debate
in the theoretical community whether memory can be stored in
cell assemblies. In 1956, a group in IBM research labs includ-
ing Rochester, Holland, Haibt, and Duda tested the formation of
Hebbian cell assemblies in a simulation on one of the biggest com-
puters at the time. They realized that a standard Hebb rule does
not work and proposed a variant of Hebbian learning that essen-
tially amounts to a co-variance learning rule, combined with an
additional feature of weight normalization so that during learning
the total sum of all synaptic weights onto the same postsynaptic
neuron remains constant, a feature used later in many studies of
cortical map formation and unsupervised learning. In their paper
they review the ideas of Hebbian learning and stated: “It is evi-
dent that the mechanism that Hebb postulated would tend to cause
recollections. The question of whether or not the postulate is suffi-
cient is, in a sense, the main topic of this paper. If no additional
rule were made, the Hebb postulate would cause synapse values to
rise without bound. Therefore, an additional rule was established:
The sum of the synapse values should remain constant. This meant
that, if a synapse was used by one neuron to help cause another
to fire, the synapse would grow. On the other hand, if a synapse
was not used effectively, it would degenerate and become even less
effective, because active synapses would grow and then, to obey the
rule about a constant sum of magnitudes, all synapses would be

reduced slightly, so the inactive synapses would decrease.” (Rochester
et al., 1956). This study thus postulated the existence of heterosy-
naptic weakening via a competitive mechanism, based on two
important insights: the co-variance learning rule in combination
with overall weight normalization. In order to measure whether
a synapse was effective in driving the postsynaptic neuron, the
authors introduced local variables x — x where x is the presynaptic
activity and X its average, and analogously y — y for postsynap-
tic activity. The co-variance rule was implemented by calculating

(x=%)(y—y)
std(x—x)std(y—y)
et al., 1956).

An early lasting mathematical formulation inspired by Hebb
and his followers, was made by Frank Rosenblatt at Cornell Uni-
versity in his famous notion of the brain as a perceptron learning
machine. Rosenblatt, influenced by many aspects of the brain’s
plasticity and the early reports on the trillions of synapses in the
human brain, was the first to introduce the concept of the “bivalent
system” to “reward and punish” synaptic connections by making
them stronger or weaker. He proposed a multi-layer perceptron
where neurons in the middle layer, called A-units, received fixed
random connections from the input layer. The projections from
the A-units to the output were plastic. The output layer had a
winner-takes-all connectivity, so that only one output was active
at a time. He proposed a learning rule that would apply to all
synapses from a given A-unit that had a connection to the active
output. Hence, this rule was not Hebbian, as it would also apply to
another connection from the same A-unit to an inactive output.
His first rule distinguishes between two cases: active A-units with a
projection to the active output and inactive A-units with a projec-
tion to the active output. In the main part of the paper, he studies
unsupervised learning, but toward the end of the paper he contin-
ues: “In all of the systems analyzed up to this point, the increments
of value gained by an active A-unit, as a result of reinforcement or
experience, have always been positive, in the sense that an active unit
has always gained in its power to activate the responses to which it is
connected. In the gamma-system, it is true that some units lose value,
but these are always the inactive units, the active ones gaining in
proportion to their rate of activity. In a bivalent system, two types of
reinforcement are possible (positive and negative), and an active unit
may either gain or lose in value, depending on the momentary state
of affairs in the system. If the positive and negative reinforcement
can be controlled by the application of external stimuli, they become
essentially equivalent to “reward” and “punishment,” and can be used
in this sense by the experimenter. Under these conditions, a percep-
tron appears to be capable of trial-and-error learning.” (Rosenblatt,
1958).

Strengthening and weakening synaptic connections by the
degree of their causality became a topic of debate in the mid
1960s. Some predicted that cerebellar parallel fiber inputs should
strengthen when activated simultaneously with climbing fibers,
whereas others argued that they should weaken: Brindley (1964),
Marr (1969), and Grossberg (1969) voted in favor of potentia-
tion, while Albus (1971) argued for depression. Although Marr
(1971) erroneously favored potentiation, he was one of the first
mathematicians to nevertheless claim that he could use Hebb’s
rules to explain how the neocortex, cerebellum, and hippocampus
operate.

where std is the standard deviation (Rochester
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A few years later, Gunter Stent tried to explain the loss of con-
nections suggested by Hubel and Wiesel’s monocular deprivation
experiments (Hubel and Wiesel, 1965; Wiesel and Hubel, 1965),
by postulating the inverse to Hebbian learning (Stent, 1973). Stent
proposed that “When the presynaptic axon of cell A repeatedly and
persistently fails to excite the postsynaptic cell B while cell B is fir-
ing under the influence of other presynaptic axons, metabolic change
takes place in one or both cells such that A’s efficiency, as one of the
cells firing B, is decreased.” Stent also proposed a learning rule for
inhibitory connections, whereby the failure of an inhibitory input
to silence the postsynaptic cell would elicit weakening of that input,
thus working in synergy with Hebbian excitatory inputs. This for-
mulation is in fact precisely what Konorski conjectured regarding
inhibitory plasticity more than two decades earlier (see above),
except that Stent formulated his inhibitory learning rule the other
way around. Von der Malsburg (1973) also implemented bidirec-
tional plasticity, but indirectly by normalizing the changes induced
by long-term potentiation (LTP). The concepts of Stent and von
der Malsburg revived the nineteenth century views that intensity
and competition was an important consideration in the decision
to change a synapse.

In an attempt to explain ocular dominance column develop-
ment and eye suture experiments carried out in the 1970s, Elie
Bienenstock, Leon Cooper, and Paul Munro, unified the earlier
key discoveries and developed a mathematical model whereby low-
frequency activity of the postsynaptic neuron during presynaptic
stimulation would lead to long-term depression (LTD) while high-
frequency activity would lead to LTP with a variable frequency
threshold marking the transition between the two. The model
became known as the BCM learning rule (Bienenstock et al., 1982;
also see Cooper, 2010). This was a landmark in the history of the
theory of plasticity not only because of the computational power
of the model, but also because it gave convincing theoretical argu-
ments for the existence of a new form of plasticity: homosynaptic
LTD. In this form of plasticity, synapses are depressed not because
they are inactive during a competing input, nor because they are
co-active with the wrong input, as in the cerebellum. Rather, in
classical homosynaptic LTD, it is a specific frequency requirement
that determines plasticity. Temporal order however plays little or
no role. In addition, the BCM rule introduces key concepts in
cellular learning rules, such as competition among inputs and
metaplasticity. Metaplasticity — which denotes “the plasticity of
plasticity” (Abraham and Bear, 1996) — ensures both a degree of
stability in neurons and competition.

DENDRITES AND PLASTICITY

The period shortly after the publication of Hebb’s book was also
an important time for synaptic and dendritic integration and neu-
ronal computation. Sir John Eccles, another luminary student of
Sherrington’s, carried out extensive studies on short-term plastic-
ity until the 1960s (see Eccles et al., 1941; Eccles, 1946, 1964).
Eccles (1964) felt that “[u]nder natural conditions synapses are
activated by trains of impulses that may be of relatively high fre-
quency...It is therefore imperative to study the operation of synapses
during repetitive activation.” Sir Bernard Katz (Figure 7), a student
of Eccles, took the study of short-term plasticity in a statistical
direction to better understand its mechanisms (Del Castillo and

FIGURE 7 | Sir Bernard Katz.

Katz, 1954), which gave rise to the quantal hypothesis of neuro-
transmitter release. The quantal hypothesis became important for
later synaptic plasticity studies because it provided a means to dis-
sect the pre versus postsynaptic mechanism underlying synaptic
plasticity.

Though a visionary of the dynamics of synaptic transmission,
Eccles discarded the notion that dendrites are relevant for the
integration of synaptic input (Eccles, 1960). A student of Eccles,
Wilfred Rall disagreed and developed — in spite of many years of
disagreement with Eccles — a comprehensive mathematical the-
ory of how synaptic potentials are summated in the dendrites of
a neuron, thereby giving rise to its axonal spiking output (Rall,
1955, 1957, 1959, 1960, 1962). The field of synaptic integration
and dendritic computation had thus finally begun. Surprisingly,
this field was to develop quite separately from the field of synap-
tic plasticity for many years, even though Rall and Rinzel (1971)
did propose early on that changing spine neck resistance could
alter synaptic weight. Similarly, Bliss and Lemo (1973) argued
that alterations in spine structure could underlie LTP through the
reduction of spine resistance. The idea that the back-propagating
action potential has a role as an arbiter of causality in synap-
tic plasticity, however, required many more years to emerge (see
below).

CLASSICAL LTP AND LTD

The excitement arising from the discovery of hippocampal plastic-
ity triggered a veritable avalanche of studies. Douglas and Goddard
(1975) showed that repeated high-frequency bursts were more
effective in inducing LTP than a single long tetanic train. This
was an important landmark in the history of synaptic plasticity,
not only because repeated brief bursts became a popular protocol
to induce LTP, but also because it demonstrated the importance
of repeated and persistent periods of stimulation to induce LTP,
which was predicted in the nineteenth century and elaborated by
Hebb. Douglas and Goddard also named the phenomenon LTP at
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the suggestion of Per Andersen (Douglas and Goddard, 1975). A
flood of experimental and theoretical studies followed in a race
to test different aspects of Hebb’s postulate and to tease apart the
underlying cellular, synaptic, and network mechanisms (Malenka,
2003). Much of this race was dominated by disputes over the pre or
postsynaptic locus of the change, only to be settled by the fact that
synapses can change in many ways, either pre or postsynaptically,
or both (for a review, see Malenka and Nicoll, 1999).

Bruce McNaughton made the next landmark discovery that
supported Hebb’s associative principle, when he experimentally
tested James” “law of association” and Hebb’s associative learn-
ing postulate. He showed that two weakly activated pathways,
which would not succeed on their own to induce LTP after tetanic
stimulation, could indeed cooperate to induce LTP in both their
connections (McNaughton et al., 1978; McNaughton, 2003). This
was central to Hebb’s hypothesis for associative memories where
components of a memory can reinforce other components and
even other related memories. This was a landmark study because
it revealed a neural substrate for classical conditioning that had
already become the bedrock of psychology. The same year, Baranyi
and Feher (1978) found that pairing EPSPs recorded intracellularly
with antidromic action potentials could trigger conditioned facil-
itation. They concluded that discharge of the postsynaptic action
potential alone, without necessarily being triggered by synaptic
input was important in the induction of the potentiation (Baranyi
and Feher, 1978).

Gary Lynch and colleagues discovered LTD in the hippocam-
pus around this time. They found that, while tetanic stimulation
induced LTP of the activated pathway, the inactive pathway under-
went LTD (Lynch et al., 1977). Moreover homosynaptic LTD
was found to occur at the activated pathway provided that the
activation frequency was low (Dunwiddie and Lynch, 1978). In
psychological terms, this phenomenon may be seen as a neural
correlate for passive extinction of memories, but is also reminis-
cent of James’ view that there should be no competition among
pathways that carry different information.

William Levy and Oswald Steward soon after explored the effect
on a weak pathway (contralateral entorhinal to dentate pathway)
in the hippocampus that was not capable of LTP on its own, but
only when combined with a strong pathway (ipsilateral). They
also found LTD in the inactive pathway following potentiation of
another pathway (as found by Lynch), but additionally found that
the potentiated weak pathway could be depotentiated if tetanized
on its own afterward (Levy and Steward, 1979) — a phenome-
non that has since become known as “depotentiation.” Thus any
future activity of the weak pathway without the conditioned stim-
ulus would lead to depotentiation. The subsequent year, it was
discovered that low-frequency stimulation of a potentiated path-
way also induced depotentiation (Barrionuevo et al., 1980), thus
emphasizing the extinction of a newly associated pathway that
is weakly active or weakly synchronous with the conditioning
pathway.

In contrast to what Brindley (1964), Marr (1969), and Gross-
berg (1969) postulated in the late 1960s (see above), [to etal. (1982)
found heterosynaptic LTD of the parallel fibers in the cerebellum
caused when the climbing fibers where simultaneously activated.
In this form of LTD, the synapses were active at the time that a

conditioning stimulus was being applied, the inverse of Hebbian
associative LTP as shown by McNaughton. This inverse of LTP was
elegantly consistent with the growing notion that the parallel fibers
carry an error, which must decrease during learning and was thus
also consistent with notions of classical conditioning. It should be
noted, however, that this form of plasticity is neither Hebbian nor
classical STDP.

In 1988, Yves Frégnac et al reported a cellular analog of visual
cortex plasticity in vivo (Frégnac et al., 1988). They found that by
repeated pairing of visual stimulation with direct positive or neg-
ative iontophoretic stimulation of a cortical neuron, they could
often restructure the functional preference of the cell in question
in a manner consistent with Hebb’s postulate. The experimenter
could thus alter a cell’s receptive field in a form of supervised learn-
ing paradigm, interestingly even in the mature brain. This study
also provided some of the first results consistent with the existence
of homosynaptic LTD in neocortex.

The discovery of homosynaptic LTD has been reported in many
studies (e.g., Dunwiddie and Lynch, 1978; Bramham and Sre-
bro, 1987; Frégnac et al., 1988), but is typically attributed to two
studies, one by Serena Dudek and Mark Bear and the other by
Rosel Mulkey and Robert Malenka, both conducted in the hip-
pocampus (Dudek and Bear, 1992; Mulkey and Malenka, 1992).
These teams used long periods of precisely timed low-frequency
stimulation to achieve depression, an approach that is perhaps bio-
logically implausible (see e.g., Perrett et al., 2001). Nevertheless,
this particular induction protocol became a major LTD para-
digm for years to come and is still in use, probably because it
is quite reliable. In general, the problem of extracellular stimu-
lation would haunt the search for true homosynaptic plasticity
for some time, since extracellular stimulation potentially activates
heterogeneous inputs and possibly even neuromodulatory fibers
(see Bear, 1999).

The early 1980s was also the time when the molecular substrate
for associative plasticity was discovered in the unique properties
of the NMDA receptor. This remarkable receptor only opens to
allow a calcium influx after the presynaptic terminal has released
glutamate and the postsynaptic membrane has been depolar-
ized (Collingridge et al., 1983; Harris et al., 1984; Wigstrom and
Gustafsson, 1984; Slater et al., 1985) but not with either condition
alone — an elegant molecular coincidence detector.

THEORETICAL ASSOCIATIONS

The German engineer Karl Steinbuch showed in (Steinbuch et al,,
1965) that a Hebbian learning rule is useful for forming associa-
tions between inputs and outputs, a scenario that was later termed
a hetero-associative memory. In his model system, learning hap-
pens at the “synaptic” connection points between a set of parallel
input wires (transporting a binary coded pattern of input features
representing the stimulus) and output wires (the pattern index
of “meaning”) running orthogonally to the inputs. The learning
rule he uses is motivated by conditioned reflexes between stimulus
and response and is essentially Hebbian in nature. At the crossing
point between an input line j carrying a binary signal x; and an
output line i with binary signal y;, the synapse measures the corre-
lation, ¢j; = yi(2xj — 1), between pre and postsynaptic signals. The
correlation ¢;; takes a value of +1 if both input and outputs are
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active; it is —1 if the input is inactive, but the output active; and
zero if the output is inactive. The correlation is summed over T
time steps, and the connection is increased if the result passes a
threshold. The up and down regulation of the correlation signal
during the summation time in combination with the threshold
process assures that spurious correlations do not lead to a change
of the synapse, but only consistent associations between inputs and
outputs. As an electrical engineer, Karl Steinbuch even proposed a
possible implementation of such a Hebbian rule by a physical sys-
tem built from contact points between silver and silver bromide —
and thereby constructed the first associative learning memory sys-
tem, essentially a correlation memory system. In 1965, Steinbuch
was granted a patent for his concept learning machine (Steinbuch
et al., 1965), which states:

“An electrical circuit arrangement is provided in which combina-
tions of input information signals . . . are assigned to corresponding
output meanings. Input and output leads are arranged in a matrix
of column wires and row wires. A device at each crossing point or
intersection of a column wire and a row wire is arranged to be altered
to change its condition by means of currents flowing simultaneously
in both these wires. The marking of a row wire by a current flow-
ing therein however can only effect the change of condition of such
a device upon repeated current signals being applied to its associ-
ated column wire while current is still flowing in the row wire. This
repeated action with respect to intersections of the matrix is referred
to hereinafter as the learning phase.”

The work of Steinbuch inspired Teuvo Kohonen, who cites
Steinbuch in his article on correlation matrix memories (Kohonen,
1972). In his paper, which appeared at the same time as a similar
study by Anderson (1972), Kohonen gives an elegant mathematical
analysis of the properties of such a matrix memory system. Despite
the abstract mathematical formulation, the biological inspiration
of these studies is clear in both papers.

Other early models of associative memories around this time,
such as that by Willshaw et al. (1969) formulated how a network
of neurons could learn to associate a particular activity pattern
involving a subset of neurons with one out of many other types
of patterns. This would require a learning rule where synapses
change during coincident activity in connected pairs of neurons,
much like what Hebb suggested.

Also, in 1973, Leon Cooper proposed that, “for such modifica-
tions to occur, there must be a means of communication between the
cell body and the dendrite ends in order that the information be avail-
able at the appropriate connections; this information must move in
a direction opposite to the flow of electrical signals.” (Cooper, 1973).
While Cooper did not emphasize that the back-propagating action
potential could carry this information back into the dendrites to
all the synapses, he did realize that all the synapses had to somehow
be informed about the cell’s spiking output (cf. Cooper, 2010).

In all models of hetero-associative memories, the stimulus A
is associated with a later response or output Y, but no tempo-
ral order is explicitly defined, and temporal asymmetry is thus
absent from. Similarly, the Hopfield model for auto-associative
memory and pattern completion, where memory items were
regarded as static objects (Hopfield, 1982) and the BCM model
(Bienenstock et al., 1982) also simplified spike-timing out of the
equations. In the Hopfield model, time plays a key role during

the retrieval of a stored pattern, since it takes several time steps
until the memory pattern is completed and fully retrieved, but
time is of no importance during learning. In the BCM formu-
lation, the average firing rate of any synaptic pathway and that
of the postsynaptic neuron was important. In neither of these
models, however, did the learning rule need precise relative tim-
ing of spiking of pre and postsynaptic neurons to trigger LTP
or LTD.

TIMING REQUIREMENTS OF LEARNING IN MODELS

As discussed earlier, timing in the sequence and association of
events have been considered vital for over a century. How neurons
could orchestrate their timing was also extensively considered.
For example, Gerard (1949) wrote: “Another form of interaction
is manifested in the synchronized electrical beating of large num-
bers of neurones. This is widely manifest in neural masses - from the
synchronized discharges of the uniformly illuminated retina (Adrian
and Matthews, 1928), or the like impulse trains set up from the two
respiratory centers and recorded in the phrenic nerves (Gasser and
Newcomer, 1921), to the regular alpha rhythm of the human occipital
cortex, and the equivalent regular beat of the isolated frog olfactory
bulb (Libet and Gerard, 1939). How is this interaction achieved?” If
observations such as these — which hint at neuronal synchrony —
are taken at face value, at least two important questions arise.
The first one concerns the timescale of neuronal events such as
synchrony, coincidence, and causality. In fact, the precision of tim-
ing for effective synaptic plasticity perplexed David Marr in the
early 1970s. He proposed that the coincidence between the paral-
lel and climbing fiber inputs must be “about the same time.” He
further clarified this approximate phrasing by saying: “At about
the same time” is an intentionally inexact phrase: the period of
sensitivity needs to be something like 50-100 msec” (Marr, 1969),
which was around the same interval that the early psychologists
proposed.

In 1977, Terry Sejnowski developed the first mathematical
model for bidirectional associative synaptic modification driven
by the proportion of coincident and anti-coincident spiking activ-
ity as part of a proposed competition between the timing of
inputs. He called it the “time-dependent non-linear model” and
proposed that “. . .the change in synaptic strength is proportional to
the covariance between discharges of the parallel and climbing fiber:
then the synapses increases in strength when the discharges are posi-
tively correlated, decreases in strength when the discharges are nega-
tively correlated, and maintains a constant average strength when
the discharges are uncorrelated.” (Sejnowski, 1977b). Sejnowski
went beyond the typically loose phrasing of synchronous activ-
ity to precise coincidences of single spikes by proposing that the
“coincidence window for strengthening is 2ms (comparable to the
time course of an action potential)...” and about 20 ms for “sin-
gle anti-coincidences” (Sejnowski, 1977a,b). However, Sejnowski
simplified and reduced the precision of this statement by embed-
ding these temporally precise events as discharge rates in the
average membrane potential of his co-variance model. Neverthe-
less, this model marked the beginning of a movement of theory
away from behavioral time scales to those of spiking neurons as
a mechanism to judge whether pathways should potentiate or
depress.
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The second question concerns the organization of sequences
of neuronal events in time. Despite the fact that all classical and
operant conditioning experiments have an important temporal
component, since the response happens after the stimulus, the-
ories like the Rescorla—Wagner theory of conditioning (Rescorla
and Wagner, 1972) do not include timing in their mathematical
formulae. The reason for this is somewhat unclear. One possi-
ble explanation is that timing issues were considered so obvious
that it was not necessary to overload the mathematical formalism
and, if necessary, the reader would be able to add timing in his
or her mind. Similarly, the hetero-associative memories of Stein-
buch, Willshaw, Anderson, Kohonen, and others, did not focus on
the relative timing of input and output. Regardless, one important
distinction between the classical condition and these associative
memory models should be pointed out: the timescale on which
the former operates is in seconds rather than milliseconds.

In 1976, the German researcher Gerd Willwacher published an
article where he considered an extension from instantaneous —
or time-less — associations to those with a temporal dimension.
He expands on his ideas of Hebbian learning: “If two neurons
are activated at the same time, mutual symmetric links are formed
as synaptic connections between them. The intensity of the connec-
tion is proportional to the duration and intensity of the synchronous
activity. The symmetric connection implies the function of parallel
association. In the case of temporally shifted activity of the two units,
asymmetric connections will be formed. The asymmetric connections
result in a sequential association.” (Willwacher, 1976).

In 1984, Valentino Braitenberg popularized the concept of
asymmetric learning rules in his book “Vehicles” (Braitenberg,
1984), as he introduced the rectifying “Ergotrix” wire to enable his
animal-like vehicles to distinguish causal from non-causal rela-
tionships. The Hopfield model of the early 80s inspired a large
number of physicists to enter the field of theoretical neuroscience.
One of the intriguing questions at that time was whether the Hop-
field model could be generalized so that it could replay sequences of
patterns rather than only static patterns. Similar to the insights of
Willwacher, researchers realized that the key was to have asymmet-
ric connections: if in a spatio-temporal sequence neuron j has to
fire before i, the connection should be directed from j to i. Andreas
Herz and Leo van Hemmen showed that such asymmetric con-
nections could arise naturally, if timing issues and transmission
delays are taken correctly into account during Hebbian learning.
They also considered generalizations of Hebbian learning, where
synchrony was defined not necessarily between the momentary
activity of pre- and postsynaptic neurons, but between the postsy-
naptic spike and a low-pass filtered form of the presynaptic activity
(Herz et al., 1988). Neurons in these Hopfield-like networks were
binary and did not have any refractory period or intrinsic neuronal
dynamics, so that in this approach toward sequence learning in
associative memories (Sompolinsky and Kanter, 1986; Herz et al.,
1988; Kleinfeld and Sompolinsky, 1988), the time scale was not
well defined. Whilst the learning rule lead to asymmetric connec-
tions that reflected temporal order, it was formulated in discrete
steps of time that could represent anything, from 1 msto 1s. Activ-
ity of a formal artificial model neuron could thus be interpreted
as an episode of high firing rate as well as a single spike — the unit
of time was the duration of one memory item.

Until the end of the 1980s, it was common to consider average
rates and membrane potentials as measures of activity. In the early
1990s, Misha Tsodyks, Wulfram Gerstner, and others translated
associative memory models from firing rates to spiking neurons,
both for stationary patterns (Amit and Tsodyks, 1991; Gerstner
and van Hemmen, 1992) and for sequences of patterns (Gerstner
etal., 1993).1In 1993, Gerstner and colleagues proposed that poten-
tiation of synaptic strength can only be triggered if a postsynaptic
spike coincides with the EPSP caused by incoming synaptic input
and theorized that crucial information for plasticity, necessary for
the learning of spatio-temporal spike patterns, would be missed
if the usual averaging of firing rates or postsynaptic membrane
potentials were considered (Gerstner et al., 1993). This coinci-
dence window was assumed to be in the range of 1 ms. In these
models, the time scale of co-activation of pre- and postsynaptic
neurons was rationalized by the need for a hypothetical back-
propagating spike that had to provide an unknown signal, which
had to coincide with neurotransmitter release to elicit potentia-
tion. The model showed only the importance of the causal order
of timing of presynaptic activity before the postsynaptic spike
in driving potentiation and did not deal with temporally precise
conditions for depression.

DEFINING COINCIDENCE IN EXPERIMENTS: IT IS ABOUT
TIME

Although the learning of associations clearly requires the introduc-
tion of the concept of time, since associations should take place
only for events that are coincident in time, surprisingly few early
experimental studies directly examined the role of timing in plas-
ticity. In many reports, it was thus not clear what “coincidence”
referred to. Was it a matter of minutes, second, milliseconds?

McNaughton et al. (1978) were probably the first to experimen-
tally explore the importance of timing of the postsynaptic spike
relative to the input timing in plasticity as part of the “logic” con-
ditions for the association of events. They pointed out that “the
discharge of the postsynaptic cell plays a pivotal role in Hebb’s initial
postulate. ..” and attempted various methods to block the dis-
charge of postsynaptic neurons during the tetanic stimulation by
activating recurrent inhibition 20-50 ms before the tetanic stimu-
lation. At that time, the only way to confirm that the postsynaptic
neurons were not spiking was to examine the population spike and
they found that the associative LTP was unaffected when there was
no detectable population spike during the conditioning tetanus.
They reported that, “the timing of the postsynaptic discharge with
respect to the high-frequency input is not important over, at least,
a 25 msec interval.” (McNaughton et al., 1978). In 1981, Baranyi
and Feher, published a follow-up study to their 1978 paper show-
ing thatto induce LTP, the timing requires for EPSPs and a burst of
spikes was 100 ms (Baranyi and Feher, 1981). However, the order of
EPSPs and spikes in the pairing was not important, so no temporal
asymmetry akin to that of classical STDP was found.

In 1983, Levy and Steward examined the timing constraints for
associative plasticity by triggering a train of stimuli in one path-
way before or after a train of stimuli in another pathway (Levy and
Steward, 1983) They found a clear temporal asymmetry such that
weak-before-strong activation evoked LTP in the weak, whereas
strong-before-weak stimulation resulted in LTD in the weak input.
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They did not however explore the specific relative timing of sin-
gle spikes. They concluded, “that perfect temporal contiguity is not
a requirement of this prototypical elemental memory unit.” Like
Cooper, Levy, and Steward also concluded that the associative sig-
nal is “in the postsynaptic cell or some portion thereof. Regardless
of whether the critical signal is cell discharge, as Hebb reasoned, or
simply a massive local dendritic depolarization. .. these processes
eventually ‘feed back’ to regulate individual synapses...” (Levy and
Steward, 1983).

A few years later, Gustafsson and Wigstrom (1986) too inves-
tigated the timing requirements of hippocampal plasticity using
either two inputs or one input paired with postsynaptic current
injection (Gustafsson et al., 1987). Interestingly, they studied the
role of pairing with individual volleys (Wigstrom et al., 1985), in
a manner very similar to some of the early STDP studies (e.g., Bi
and Poo, 1998; Zhang et al., 1998; Feldman, 2000). Gustafsson and
Wigstrom, however, did not report the temporal asymmetry of
hippocampal plasticity that Levy and Steward reported and that
is so characteristic of classical STDP (Caporale and Dan, 2008;
Sjostrom et al., 2008). But others have reproduced this variability
of the timing requirements in hippocampal plasticity (e.g., Kelso
et al., 1986; Wittenberg and Wang, 2006; Buchanan and Mel-
lor, 2007), although its precise reasons remain unknown (for a
review, see Buchanan and Mellor, 2010). Perhaps some important
experimental parameter is yet unaccounted for.

After Masao Ito discovered parallel fiber LTD, Ekerot and Kano
(1985) tested Marr’s timing predictions more explicitly, but found
similar levels of LTD when the parallel fiber input arrived anywhere
between 20 ms before and 150 ms after the climbing fiber input.
They concluded that the precise relative timing was not critical
for associative plasticity, as Marr had proposed (see Ito, 1989). In
1989, Stanton and Sejnowski reported a similar experiment to that
of Levy and Steward, but in a different part of the hippocampus
(Stanton and Sejnowski, 1989). They too found bidirectional LTP
and LTD depending on the timing of weak and strong trains of
stimulation, and they also observed LTD due to weak-after-strong
input activation. This study suggested that LTD could be induced
by simultaneous hyperpolarization of the postsynaptic neuron,
suggesting that membrane potential can gate plasticity and that
this may in fact underlie the timing rule. Although the findings of
Stanton and Sejnowski have been called into question, with some
studies reporting contradictory results (Kerr and Abraham, 1993;
Paulsen et al., 1993), their study drove the research on timing in
plasticity forward.

The year following Stanton and Sejnowski’s paper, Wolf Singer
and colleagues reported that the level of hyperpolarization and
depolarization determines whether LTP or LTD will result in the
same pathway after the same tetanic conditioning (Artola et al.,
1990). This study brought the focus of plasticity research fur-
ther onto the postsynaptic neuron, because the key signal was
dependent on the level of depolarization of the neuron, and not
necessarily produced by any synaptic input in particular.

In 1994, Dominique Debanne and colleagues took the Singer
study a step further and showed that the timing of a 250-ms-
long depolarization relative to incoming inputs could determine
whether LTD or LTP would result (Debanne et al., 1994). This
added to the Singer study because now depolarization could act in

the same way as hyperpolarization if it occurred before the input.
In other words, it was the level of depolarization and hyperpolar-
ization evoked in any way — even artificially — that determined the
direction of synaptic plasticity.

These aforementioned studies thus introduced and parameter-
ized the role of time in synaptic plasticity. Time is thus key not only
to STDP, but also to classical rate and depolarization-dependent
forms of plasticity. But timing is also key to for example ocular
dominance column formation in the developing brain, as summa-
rized colloquially in the early 1990s by Carla Shatz with “fire out of
sync, lose your link” to depict how asynchronous activity in early
development retinal waves results in visual system inputs weak-
ening if they are consistently not able to drive the postsynaptic
cell (personal communication, Carla Shatz, 1992). The notion of
a critical role of timing in brain plasticity was thus bubbling for
years and decades in the field before being directly discovered.

THE BACK-PROPAGATING SPIKE AND STDP

Lorente de N&’s notion of the direction of information flow influ-
enced interpretations of neuronal and synaptic processing until
the 1990s. Eccles (1961) hypothesized that the spike can propagate
in both directions, while Cooper (1973) and Levy and Steward
(1983) hypothesized that some signal must propagate back to
the synapses to prepare synapses for plasticity. Gerstner et al.
(1993) also hypothesized that individual pre—post spike times con-
tain more information for plasticity than average rates, so that
the precise timing of a postsynaptic action potential needs to be
communicated to the synapse.

It was the landmark discovery by Greg Stuart, in Bert Sakmann’s
laboratory — using dual patch-clamp recordings from the soma
and dendrites of the same neuron — that changed this field. This
experiment unequivocally demonstrated that the action potential
actively propagates back into the dendrites (Stuart and Sakmann,
1994). Henry Markram, also in Sakmann’s laboratory at the time,
showed that single subthreshold synaptic potentials could trigger
a low level of calcium influx (Markram and Sakmann, 1994) and
thata single action potential left behind a much larger, 100 ms-long
wake of calcium as it propagated back into the dendrite (Markram
etal., 1995). Markram was also developed the technique of paired
patch-clamp recordings of isolating monosynaptic connections
between pyramidal neurons in the neocortex and he questioned
how this wake of calcium triggered by the back-propagating action
potential would impact synaptic input (see below).

Up until this stage, LTP and LTD had almost been exclusively
studied using extracellular electrical shocks of input fibers to neu-
rons. With this experimental paradigm, it is difficult to avoid
heterosynaptic and polysynaptic effects even by attempting to
stimulate a single afferent pathway. It is also difficult to avoid
stimulating neuromodulatory afferents, which are known to exert
profound effects on neurons, synaptic transmission, and synaptic
plasticity. With this technique precise timing of activity in pre and
postsynaptic neurons is not known. Up until this time, 60 years
after Hebb, there was also still no direct demonstration that the
synaptic connections between two neurons could change.

In 1991, Roberto Malinow reported the first such evidence.
In a heroic study, he isolated four monosynaptically connected
CA3-CA1 pyramidal pairs in the acute hippocampal slice. He
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then evoked LTP in these connections by simultaneously eliciting
bursts of spikes in the pre and the postsynaptic neuron (Malinow,
1991). This was the first study that can be said to be truly homosy-
naptic and that most closely tested Hebb’s (1949) prediction that
strengthening would occur “[w]hen an axon of cell A is near enough
to excite a cell B and repeatedly or persistently takes part in firing it.”

In 1995, at the Annual Society for Neuroscience Meeting, Henry
Markram reported the first experimental study on the importance
of precise relative timing of spikes emitted by the pre and post-
synaptic neurons at monosynaptic connections between pairs of
neurons in the neocortex (Markram and Sakmann, 1995). A water-
shed marked by relative timing of single spikes on a timescale
of a few tens of milliseconds — as opposed to relative timing of
competing inputs, general depolarization or trains of stimuli —
determined the direction and amplitude of the synaptic change
(Markram et al., 1997b). The back-propagating spike could be
seen as representing the integrated sum of all synaptic inputs and
is therefore an ideal associative signal between all individual synap-
tic inputs coming in along the dendrite. The postsynaptic spike was
generated by direct current injection and therefore these changes
are also not heterosynaptic. The postsynaptic spike alone could
act as an associative signal consistent with previous findings that
merely polarizing the membrane during synaptic input can trigger
synaptic plasticity. This study revealed LTP for causal pre-before-
postsynaptics pike timings with 10 ms temporal displacement,
while LTD was elicited by acausal pre-after-postsynaptic spike
timings, even though both conditions were elicited at the same fre-
quency. In other words, cells that fire together do not always wire
together, because timing matters too. Larger timing differences
of 100 ms, however, did not evoke any plasticity. This phenome-
non was later named STDP (Song et al., 2000). These experiments
also showed that blockade of postsynaptic spiking abolished the
LTP, as did NMDA receptor antagonism. There was furthermore
a tendency for synaptic depression if the presynaptic spike failed
to evoke a postsynaptic spike, reminiscent of what Stent proposed
for excitatory inputs (see above and Stent, 1973).

In 1996, two theoretical studies on STDP were published. Gerst-
ner etal. (1996) extended their earlier idea of spike-based Hebbian
potentiation to spike-based causal potentiation and non-causal
depression, although still with a 1-ms time window to explain
how the receptive fields in the barn owl auditory system could
develop with such exquisite temporal precision. This paper was
formulated at the level of spikes and contained a drawing of a
theoretical STDP function without knowledge of the results of
Markrametal. (1997b). Larry Abbott and Ken Blum also published
a timing-dependent model of plasticity that year and applied it to
a hippocampal model to explain rodent navigation experiments
(Abbott and Blum, 1996; Blum and Abbott, 1996). The model
was formulated as a rate model, with an asymmetric Hebbian rule
for causal potentiation under the pre-before-post condition on a
time scale of a few hundred milliseconds. In the Blum and Abbott
(1996) study, depression for pre-after-post timings was further-
more mentioned as a possibility. Although formulated in terms
of rates, it is straightforward to reinterpret the Blum and Abbott
study in an STDP framework.

Henry Markram and Misha Tsodyks developed a now widely
used test stimulus for synapses going beyond the single shock to

test synaptic transmission to a train of presynaptic action poten-
tials that could reveal the short-term plasticity of the connection
and reported that Hebbian pairing does not necessarily change
the synaptic efficacy of synapses, but also their short-term dynam-
ics. This revived the earlier Eccles work on the importance of
high-frequency stimulation in testing transmission in synaptic
pathways and added a new facet to long-term plasticity — that
short-term plasticity can change in the long-term, a notion they
called redistribution of synaptic efficacy, or RSE (Markram and
Tsodyks, 1996b). Tsodyks and Markram also developed a model
of dynamic synaptic transmission that demonstrates how simply
changing various synaptic parameters alters synaptic transmission
and introduced the notion that the probability of release, synaptic
depression and facilitation determine the coding of the transmit-
ted signal (Tsodyks and Markram, 1997; Tsodyks et al., 1998). At
the same time, Larry Abbott and Sacha Nelson reported similar
findings, using a different phenomenological model that did not
directly link short-term plasticity parameters to synaptic proper-
ties such as vesicle depletion or probability of release (Abbott et al.,
1997; Varela et al., 1997).

The STDP study by Markram and colleagues was published
in 1997 (Markram et al., 1997b), back-to-back with a report by
Magee and Johnston (1997), in which dendritic recordings were
used to show that LTP is more readily induced when the action
potential propagates back into the dendrites than when it is not,
thus acting as an associative signal.

In 1997, Curtis Bell and colleagues reported the timing require-
ments of synaptic plasticity in the cerebellar-like electric lobe of
the mormyrid electric fish. This study followed up on findings
going back more than a decade earlier (Bell, 1981). Bell et al.
(1997) used a stimulus protocol similar to that which Stanton and
Sejnowski used in the hippocampus, with extracellular stimulation
of two independent parallel fiber inputs paired with depolariza-
tion of a single inhibitory Purkinje-like neuron. They revealed
causally induced LTD and non-causally induced LTP by displacing
the relative timing of the stimulated inputs from —600 ms across
to +600 ms with respect to the depolarization of the postsynap-
tic neuron. In these experiments, the coincidence window was
inverted, falling anti-symmetrically around 60 ms on either side
of exact coincidence, with an additional non-associative poten-
tiation component. This was a landmark finding, showing that
dramatically different forms of STDP exist (Caporale and Dan,
2008; Sjostrom et al., 2008). It should furthermore be noted that
this form of STDP is nothing like the classical form of parallel
fiber plasticity reported by Ito in the cerebellum (Ito et al., 1982).
Not only does Bell’s STDP have different induction requirements
and is partially non-associative (Bell et al., 1997), it also has a
use-dependent form of depression (Han et al., 2000).

In 1998, Debanne et al. (1998) found that individual spike-
pairings evoked STDP at connections between synaptically cou-
pled neurons in hippocampal slice cultures. This was an extension
to their 1994 study of temporal asymmetry with respect to postsy-
naptic depolarization (Debanne et al., 1994), inspired by Stent’s
conjecture (Stent, 1973) and by prior work with Yves Frégnac
(Debanne et al., 1995). As for the neocortex, they found potentia-
tion for causal, pre-before-post spike-pairings, while the opposite
temporal order resulted in LTD. In addition however, they also
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discovered a striking asymmetry in the width of the causal and
acausal temporal windows such that the LTD window was consid-
erably larger than that of LTP (Debanne et al., 1998). This type
of imbalance in timing-dependent LTP and LTD was later repro-
duced in neocortical layer-2/3 by Feldman (2000) and layer-5 by
Sjostrometal. (2001). In theoretical models, Kempter etal. (1999a)
as well as Sen Song and Larry Abbott (Song et al., 2000) showed
that this type of imbalance may help preserve stability, while the
total width of the STDP function determines the correlation time
scale in synaptic plasticity (Kempter et al., 1999a; Song and Abbott,
2001).

In 1998, Guo-giang Bi, Li Zhang, and Mu-ming Poo (Bi and
Poo, 1998; Zhang et al., 1998) examined the causal STDP window
in great detail by mapping out the synaptic changes for a large
number of timings covering essentially the entire coincidence win-
dow. For example, using paired recordings in dissociated neuronal
cultures, Bi and Poo found a roughly 40-ms-long coincidence win-
dow, with an astoundingly rapid 1-ms transition between LTP and
LTD for near-perfect coincidence between pre and postsynaptic
cell activity. This sudden transition between LTP and LTD is in
biological terms essentially instantaneous and thereby quite sur-
prising, but was later reproduced in neocortex (Celikel et al., 2004)
and is now considered one of several hallmark features of STDP.

WHERE IS STDP RESEARCH AT NOW?

Several more recent studies of STDP have focused on parame-
terizing STDP with respect to factors such as rate, higher-order
spiking motifs, or dendritic location (for a review, see Froemke
etal.,2010a). For example, Robert Froemke and Yang Dan reported
in 2002 that the first spike pairing in a train of triplet or quadruplet
spike-pairings determines whether LTP or LTD ensues in layer-2/3
pyramidal cells (Froemke and Dan, 2002). Similar although not
entirely identical findings were reported in hippocampal cell cul-
ture by Guo-giang Bi’s team (Wang et al., 2005). On the other
hand, Sjostrom et al. (2001) found that STDP is quite non-linear
with frequency, so that LTD is promoted at low-frequency, while
LTP is evoked at high-frequency regardless of temporal order (also
see Markram et al., 1997b; Froemke et al., 2006). These findings
thus link the older classical rate-dependent LTP literature with the
newer STDP studies, by showing that rate and timing-dependent
forms of plasticity co-exist at the same synapse type (Nelson et al.,
2002).

Froemke et al. (2005) later also found that STDP depends on
synaptic location in the dendritic arbor of layer-2/3 pyramidal
cells, with more LTD farther from the soma. In 2006, a similar
but more extreme case was reported by Sjostrom and Hausser
(2006) in neocortical layer-5 pyramidal cells, in which plasticity
induced by high-frequency pairing at distal inputs is either Heb-
bian or non-Hebbian depending on the depolarization state of the
dendrite. The same year, Letzkus et al. (2006) reported a striking
reversal of the timing requirements for STDP along the apical den-
drite of layer-5 pyramidal cells. These location-dependent forms
of STDP have been extensively reviewed more recently (Sjostrom
et al., 2008; Froemke et al., 2010b).

Importantly, parameterizations such as these have been key
to the development of well-tuned computer models of cellular
learning rules, whether these models are phenomenological or

mechanistic in nature, and whether they are formulated within
timing or rate-dependent learning rule paradigms (Shouval et al.,
2002; Clopath et al., 2010; Rackham et al., 2010; Mihalas, 2011).
Parameterizations of the non-linear voltage and frequency depen-
dence of STDP (Markram et al., 1997b; Sjostrom et al., 2001;
Froemke et al., 2006), for example, has led to the Claudia Clopath
model which accounts for a large number of experimental results
from slice experiments (also see Clopath and Gerstner, 2010) while
making the crucial prediction that network connectivity motifs
may be a reflection of the neural code (Clopath et al., 2010).

Most STDP studies have been carried out in vitro, in the acute
slice (e.g., Markram et al., 1997b; Sjostrom et al., 2001; Froemke
and Dan, 2002) or using cultured neurons (Debanne et al., 1994;
Bi and Poo, 1998). Studying cellular learning rules in vitro has
many advantages, by providing excellent experimental control. But
in vitro preparations are obviously also fraught with complications
and alternative interpretations due to the simplifications and arti-
facts introduced by the preparation itself. The acute brain slice, for
example, is entirely devoid of natural neuromodulation, and many
connections are severed during dissection. Showing evidence for
STDP in vivo, in the intact brain, is thus of utmost importance.
Already in 1998, Mu-ming Poo and colleagues showed that STDP
exists in vivo, using the retinotectal preparation of the Xenopus
tadpole (Zhang et al., 1998). Evidence in support of STDP in vivo
was subsequently also demonstrated in rodents, cats, and even in
humans, chiefly in a set of studies by the groups of Yang Dan (Yao
and Dan, 2001; Yao et al., 2004; Meliza and Dan, 2006), Joseph
Classen (Stefan et al., 2000; Miiller-Dahlhaus et al., 2010), Tobias
Bonhoeffer (Schuett et al., 2001), Dan Feldman (Feldman, 2000;
Allen et al., 2003; Celikel et al., 2004; Jacob et al., 2007), and Dan
Shulz (Jacob et al., 2007; Shulz and Jacob, 2010). It should be
noted, however, that many of these studies find results consistent
with STDP, but in principle some of the same effects could also
result from circuit phenomena in combination with co-variance
learning rules.

Studies from Martin Heisenberg’s and Gilles Laurent’s labora-
tories also provide intriguing evidence for the existence of STDP
in vivo in insects, such as the fruit fly Drosophila melanogaster
(Tanimoto et al., 2004) and the locust Schistocerca americana
(Cassenaer and Laurent, 2007). Here, this temporally sensitive
form of plasticity appears to be key to olfactory learning and infor-
mation transfer. Although some controversy remains regarding the
general relevance of STDP as a cellular learning paradigm (Lisman
and Spruston, 2005), this preservation of timing sensitivity in cel-
lular learning across millions of years of evolution would seem to
suggest that STDP is not just relevant but actually rather impor-
tant (Lisman and Spruston, 2010; Shulz and Jacob, 2010). Precisely
how important and for what remains to be elucidated, which leaves
us neuroscientists with some very exciting future directions.

CONCLUSIONS AND FUTURE DIRECTIONS

In this article, we covered the development of some of the ideas
on learning, memory, and plasticity that led up to the discovery
of STDP and further studies that revealed more intricate features
of STDP and that demonstrated the ubiquity of this phenome-
non. We overviewed philosophical, psychological, theoretical, and
experimental developments, and we have seen how these interact
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and also how they often develop in relative isolation of each other.
This (partial) history of timing in synaptic plasticity research takes
us all the way back to Aristotle, beginning with the tabula rasa
concept, through William James’s notion of the temporal needs
for associative memories, passing via Hebb’s neural postulate for
synaptic modifications, to the present. Since we have taken big
strides through the centuries, we have necessarily had to leave out
many important concepts that surely contributed to the evolution
of these ideas. The Frontiers in Synaptic Neuroscience Special Topic
on STDP provides us with a snapshot of the present-day state of
research as well as a glimpse into the future. When combined with
this history, one can perhaps better speculate on future directions.
A number of core issues are worth pointing out.

Clearly not all forms of plasticity depend on the back-
propagating action potential (Sjostrom et al., 2008), but STDP
in its classical form does provide a unique neural mechanism
for the determination of causality and non-causality on the mil-
lisecond timescale. This timing-centric view of plasticity is not
meant to imply that spike rate is irrelevant. Roughly synchronized
bursts of activity in connected neurons also lead to potentia-
tion regardless of the precise millisecond timing (Sjostrom et al.,
2001; Froemke et al., 2006; Butts et al., 2007). At high frequen-
cies, synaptic plasticity is thus determined by rate rather than by
timing, which potentially explains earlier conclusions drawn by
McNaughton, Ito, Levy, Gustafsson, and others about the lack of
timing dependence on the millisecond timescale. Synaptic plas-
ticity is also most sensitive to timing within a spiking frequency
window (Sjostrom et al., 2001), suggesting that the relative spike-
timing in connected neurons only mediates bidirectional weight
changes in this mid-range of spiking frequencies. Rate-dependent
models may therefore accurately describe synaptic plasticity for
when firing rates are in a larger dynamic range, while the STDP
model may more precisely describe synaptic plasticity induced
across mid-range frequencies when spiking activity is furthermore
temporally relatively precise (Sjostrom et al., 2001). Indeed, recent
modeling studies highlight how the dual timing and rate depen-
dence of plasticity adds tremendous flexibility and computational
power to the brain during the development of cortical circuits
(Clopath and Gerstner, 2010; Clopath et al., 2010; Gilson et al.,
2010).

The determinants of synaptic plasticity are however more com-
plex than that. As detailed in this review, subthreshold depolar-
ization can also determine the amplitude and sign of synaptic
plasticity (Artola et al., 1990). Clearly, strong depolarization elicits
more spikes and potentially stronger potentiation, but abolishing
spikes does not necessarily prevent such strong depolarization-
induced plasticity (Golding et al., 2002; Remy and Spruston, 2007;
Hardie and Spruston, 2009). This suggests that strong depolariza-
tion is sufficient to evoke a similar amount of plasticity as a few
spikes. On the other hand, slight depolarization that is not enough
to trigger spiking tends to initiate depression if combined with
synaptic input (Markram et al., 1997b; Sjostrom et al., 2001, 2004;
Sjostrom and Hausser, 2006). Furthermore, the temporal asym-
metry as well as the mechanistic underpinnings of spike-timing-
dependent LTD (Sjostrom et al., 2003) are indistinguishable from
LTD triggered by pairing presynaptic input with subthreshold
depolarization (Sjostrom et al., 2004). The depression triggered by

subthreshold depolarization during synaptic input may be analo-
gous to the effects of low-frequency stimulation and is therefore
consistent with earlier findings of low-frequency stimulation as a
protocol to induce LTD and is also consistent with the BCM rate
model (Clopath and Gerstner, 2010; Clopath et al., 2010; Cooper,
2010). The depression of synapses that participate in attempts to
drive a neuron to spiking, but reaching only subthreshold levels is
also consistent with the Stentian notion of punishment for failure
(Stent, 1973). In the causal, Hebbian model for increasing synap-
tic transmission (i.e., pre driving post), synapses can therefore be
punished for a failed attempt at driving a neuron or for a late arrival
of the input — both cases representing a wasted synaptic effort —
but these synaptic failures are pardoned when activity rates are
high.

The profile of the STDP window can take on different degrees
of asymmetry and can even be inverted such that post-after-pre
leads to depression rather than strengthening (Abbott and Nel-
son, 2000; Caporale and Dan, 2008). As outlined above, such an
inverted STDP window was first found for inputs onto inhibitory
Purkinje-cell-like neurons in the mormyrid electric fish (Bell et al.,
1997), and has since also been found, for example, at excitatory
synapses onto inhibitory cells of the neocortex (Holmgren and
Zilberter, 2001). In the electric fish, this form of STDP is thought
to stabilize the membrane potential of the postsynaptic neuron by
effectively canceling predictable variations in the input (Roberts
and Bell, 2000). It is worth noting, however, that not all inhibitory
cell types possess identical plasticity learning rules (Kullmann and
Lamsa, 2007; Lamsa et al., 2010). A key question that thus remains
open is: Why is it that a number of STDP learning rules are specific
to certain types of synaptic connections?

Another key area for future experimental studies is the rela-
tionship between STDP and short-term plasticity. STDP and rate-
dependent models have largely assumed that only the strength
of synapses changes. But as pointed out above, Markram and
Tsodyks demonstrated in 1996 that if the change is in the release
probability then it is not a straightforward strengthening of the
synapse (Markram and Tsodyks, 1996b). An increased probability
of release due to LTP will enhance low but not high-frequency
transmission, simply because synapses also depress faster. The
converse decrease in release probability after LTD induction also
produces less short-term depression or even facilitation (Sjostrom
et al., 2003). On the other hand, an increased rate of recov-
ery from depression enhances only high-frequency transmission,
while synaptic facilitation enhances transmission in mid-range fre-
quencies (Markram et al., 1998). The conditions that would lead
to a uniform strengthening of synapses across all frequencies may
in fact be quite limited: increased postsynaptic receptor numbers,
or increased numbers of synaptic contacts per connection, and
similar. LTP studies have traditionally tried to pin down a single
plasticity expression mechanism, but it has become clear that there
are a plethora of such mechanisms (Malenka and Bear, 2004). It
has also been easier to develop computer algorithms that deal with
only changes in synaptic weights rather than with more compli-
cated alterations in synaptic dynamics, which means there have
been only a few studies relating STDP to short-term plasticity (for
examples, see Senn et al., 2001; Carvalho and Buonomano, 2011).
In reality, however, it is most likely that synapses can change in
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many different ways and that many of these ways lead to changes
in the dynamics of synaptic transmission and not in a uniform
change of efficacy across a high-frequency train of pulses. Chang-
ing synaptic dynamics generally changes the temporal sensitivity of
synapses: an open question is how this temporal sensitivity relates
to timing requirements in synaptic plasticity. Altering synaptic
weights is a direct change in gain, while altering synaptic dynam-
ics modifies a neuron’s sensitivity to the temporal coherence of its
inputs (Markram and Tsodyks, 1996a; Abbott et al., 1997). How
this change in temporal sensitivity reorganizes activity patterns in
a recurrent local circuit with STDP remains entirely unknown.

An analogous problem exists with the structural plasticity of
circuits. Learning algorithms use synaptic plasticity rules derived
from already existing synapses to reorganize the connectivity
within a group of neurons. Such models assume that it is valid to
apply synaptic plasticity rules to reconfigure connectivity as well —
i.e., to microcircuit plasticity. For example, wiring and rewiring
of a neural circuit appears to face strikingly different problems
that STDP might not sufficiently address, such as how axons and
dendrites communicate when no synapse is present in order to
decide whether to form a synapse. It is also not at all clear how
a multi-synaptic connection can be switched on and off. Le Be
and Markram (2006) provided the first direct demonstration of
induced rewiring of a functional circuit in the neocortex, that is,
the appearance and disappearance of multi-synaptic connections,
which requires hours of general stimulation. It is however clear
that glutamate release is a key determinant in synapse formation
(Engert and Bonhoeffer, 1999; Kwon and Sabatini, 2011). Regard-
less, additional studies are therefore required to further investigate
what Le Be and Markram termed long-term microcircuit plastic-
ity, or LTMP, and to examine its links to other forms of plasticity,
such as STDP.

As shown by the teams of Jason Kerr, Alfredo Kirkwood, and
Guo-qiang Bi, STDP is also under powerful neuromodulatory
control (Seol et al., 2007; Pawlak and Kerr, 2008; Zhang et al,,
2009; Pawlak et al., 2010). These findings are crucially impor-
tant, since it is quite unclear how STDP can do anything useful
at all if it is not possible to somehow gate or modulate it. Indeed,
blocking neuromodulation severely impairs virtually all known
forms of learning and memory (Bear and Singer, 1986; Hasselmo,
1995; Kilgard and Merzenich, 1998; Li et al., 2006; Gelinas and
Nguyen, 2007; Hasselmo and Sarter, 2011), and abnormalities in
neuromodulation are implicated in virtually every known psychi-
atric disease (Toda and Abi-Dargham, 2007; Sara, 2009). A loss of
neuromodulation is also implicated in neurodegenerative disease
(Aleman and Torres-Aleman, 2009). From a clinical perspective,
the role of neuromodulation in synaptic plasticity is arguably one
of the most crucial issues to be resolved. Yet, the vast majority
of experiments are conducted under conditions where the degree
of neuromodulation is unknown or non-existent. A link between
synaptic plasticity and the memory functions of neuromodulators
emerged from the finding that acetylcholine modulates NMDA
receptor activity (Markram and Segal, 1990). It is also worth not-
ing that the neuromodulation of STDP potentially extends beyond
the “big five” — acetylcholine, noradrenaline, serotonin, dopamine,
and histamine — to neuropeptides, hormones, and immunological
agents. Much more work is therefore needed to understand the

functional role and mechanisms of neuromodulatory control in
unsupervised learning rules such as STDP, for which neuromodu-
lation may provide global supervision or, at the very least, a degree
of regulation.

Future studies will also need to clarify the relationship between
synaptic learning rules and homeostatic plasticity (Turrigiano
et al.,, 1998; Turrigiano and Nelson, 2000, 2004). It is impor-
tant to note that Hebbian plasticity algorithms are intrinsically
unstable: persistent correlated firing in connected neurons results
in synaptic strengthening, which in turn brings about increased
levels of correlated firing, thus resulting in a form of positive
feedback that can cause synapses to grow uncontrollably (Watt
and Desai, 2010). Although certain forms of STDP keep the fir-
ing rate of the postsynaptic neuron in a stable regime (Kempter
et al., 1999a,b, 2001; Song et al., 2000; van Rossum et al., 2000),
at least below a critical frequency (Tsodyks, 2002), this intrinsic
stabilization feature may not be quick enough to keep track of
rapidly increasing rates in a highly connected network. Here is
where homeostatic plasticity — discovered by Gina Turrigiano and
colleagues in the mid 1990s (Turrigiano et al., 1994, 1998) — may
provide negative feedback to keep postsynaptic activity within rea-
sonable bounds. This form of plasticity may thus play a vital role in
ensuring that synaptic plasticity rules do not drive synaptic weights
into a range where the neuron cannot be driven to fire at all, or
becomes excessively sensitive to any input (Toyoizumi et al., 2005,
2007a; Clopath and Gerstner, 2010; Clopath et al., 2010). Building
models without homeostatic plasticity typically requires artificial
compensatory assumptions such as global weight normalization,
but even with homeostatic rate normalization, individual synapses
may need to be additionally bounded. Finding links between STDP
and the BCM learning rules seems key to future progress in our
understanding of the relationship between intrinsically unstable
synaptic plasticity and stability-promoting mechanisms such as
synaptic scaling (Turrigiano et al., 1998; Turrigiano and Nelson,
2000; Izhikevich and Desai, 2003; Watt and Desai, 2010). It also
is key that the link between homeostatic plasticity and long-term
microcircuit plasticity is elucidated (Le Be and Markram, 2006).

Additionally, understanding the relationship between synaptic
and homeostatic plasticity will likely require taking neuroenerget-
ics into account since energy supply from mitochondria ultimately
is what determines the membrane potential, restricts firing rates,
speed of repolarization, synaptic plasticity, etc. Energetics may
therefore provide interesting links between the BCM rule, STDP,
and homeostasis (Toyoizumi et al., 2007b; Clopath and Gerstner,
2010; Clopath et al., 2010; Cooper, 2010; Watt and Desai, 2010).

Future studies will need to cast light on the network topology of
Hebbian assemblies, that is how neurons of an assembly intercon-
nect, a problem that presumably will at least in part require a graph
theoretical approach (Bullmore and Sporns, 2009). One important
question is whether topologies are determined by experience only,
or by pre-defined experience-independent mechanisms. This lies
at the heart of the nature-versus-nurture debate. Subsequent to the
publication of Hebb’s postulate, theorists pointed out that these
assemblies would not be very useful for storing multiple memories
if synapses saturate (e.g., Fusi, 2002), since — with neurons strongly
coupled via saturated synapses — assemblies would homogenize
such thatall produce similar outputs, which is not an ideal memory
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storage system. Theorists such as Rochester, Rosenblatt, Sejnowski,
and Stent therefore proposed that synaptic depression must also be
exist, to allow for more optimal information storage (see above).

When, Who, & What

_|-~350BC- Aristotle’s tabularasa

~1000 - Avicenna (ibn-Sina) further develops the blank slate concept
[~ 1689 - John Locke lays out his blank-slate concept in “An Essay Concerning Human Understanding”
|- 1838 - Carlo Matteucci's bioelectricity concept
- 1870 - Théodule Ribot: Associating information is the ultimate law of brain function
- 1890 - William James publishes“The Principles of Psychology”
- 1891 - Victor Horsley and Francis Gotch on brain lateralization
- 1893 - Eugenio Tanzi proposes that leaming depends on the facilitation of already existing connections
- 1894 - Santiago Ramon y Cajal argues that long-term memories leads to the growth of new connections between existing neurons
- 1897 - Ivan Pavlov's "The Work of the Digestive Glands" is published
I 1897 - Sir Charles Sherrington coins the synapsis term
- 1898 - Ernesto Lugaro develops the notion of la plasticita of nervous elements
- 1915 - Joseph Edgar DeCamp on neurological groups that continue to after-discharge after a leaming process
- 1920 - John Watson experiments on "Little Albert" and argues in favour of nurture
- 1929 - Karl Lashley defines the concept of the engram, but fails to find it in the brain
I— 1930 - Ralph Gerard argues that two brain centers interact more as a consequence of having been repeatedly set into action together
|- 1934 - Rafael Lorente de N6 on the axonal impulse and reverberating activity in chains of neurons
- 1937 - Wilder Penfield discovers the homunculus
I— 1938 - Burrhus Skinner founds operant conditioning
- 1943 - Warren McCulloch and Walter Pitts introduce neural networks formalism
|- 1947 - Larrabee and Bronk on long-lasting changes in neurons and synapses caused by previous activity
- 1948 - Jerzy Konorski argues that morphological synaptic changes underlie learning
I— 1949 - Donald Hebb publishes the Hebbian postulate on synaptic strengthening and cell assemblies for leaming and ideation
I—~1950 - Sir John Eccles on short-term plasticity and neuronal integration
- 1954 - Bernard Katz and the quantal hypothesis of neurotransmitter release
1956 - The model of Rochester, Holland, Haibt and Duda suggests the need for synaptic weakening in learning
- 1958 - Frank Rosenblatt invents the perceptron learming machine, thus triggering the birth of the artificial neural network field
- 1961 - Karl Steinbuch is granted a Canadian patent for his Learning Machine
- 1964 - Eric Kandel demonstrates long-lasting facilitation in Aplysia
- 1960-1970 Wilfrid Rall on dendritic computation
- 1964-1973 - Terje Lamo, Tim Bliss, and Per Andersen discover long-lasting potentiation in rabbit hippocampus
I— 1972 - Teuvo Kohonen and James A. Anderson independently publish on correlation matrix memories
I— 1972 - Rescorla and Wagner's theories on conditioning
- 1973 - LTD is proposed: Gunter Stent argues for inverse Hebb leaming; Christoph von der Malsburg implements bidirectional plasticity
- 1975 - Douglas and Goddard show the need for repeated stimulation and also coin the abbrevation LTP
- 1976 - Gerd Willwacher on sequential associations
|- 1977-78 - Gary Lynch and colleagues unveil heterosynaptic and homosynaptic forms of LTD
- 1977 - Terrence Sejnowski's model for associative plasticity depending on coincident pre and postsynaptic activity
- 1978 - Baranyi and Feher's timing window for LTP
- 1978 - McNaughton, Douglas and Goddard introduce cooperativity and associativity in LTP
I— 1979 - Levy and Steward introduce the depotentiation concept
- 1982 - Bienenstock, Cooper, and Munro propose the BCM learning rule, involving rate-based bidirectional plasticity and metaplasticity
- 1982 - John Hopfield reports his pattern-completing auto-associative network memory
- 1982 - Masao Ito and colleagues find cerebellar parallel fibre LTD
|- 1983 - Levy and Steward discover assymmetry in timing requirements for burst-induced synaptic plasticity
I~ 1986-1988 - Hertz, van Hemmen, Kleinfeld, Sompolinsky, and Kanter on the theory of sequence learing in associative nets
- 1980-1990 - The importance of the NMDA receptor in long-term plasticity is unveiled by Collingridge, Gustafsson, and others
- 1990 - Artola, Brocher, and Singer show that bidirectional plasticity depends on postsynaptic depolarization
I—~1990 - Carla Shatz coins the Hebbian slogan “cells that fire together wire together”to describe early visual system development
- 1992 - The teams of Mark Bear and Robert Malenka report that prolonged low-frequency stimulation evokes homosynaptic LTD
I—1991-1993 - Tsodyks, Gerstner, van Hemmen develop associative models with spiking neurons
- 1994 - Dominique Debanne shows that the timing of postsynaptic depolarization determines the sign of plasticity
- 1994 - Greg Stuart and Bert Sakmann find back-propagating action potentials in pyramidal cell dendrites
I—~1995 - Gina Turrigiano et al report homeostatic plasticity of intrinsic and synaptic properties
- 1995-1997 - Henry Markram et al report the existence of neocortical STDP
- 1996 - Wulfram Gerstner et al propose a model for temporally asymmetric spike timing learning in barn owl auditory development
- 1996 - Larry Abbott and Ken Blum's timing-dependent plasticity model of rodent navigation
- 1997 - Jeff Magee and Dan Johnston report that precisely timed back-propagating action potentials act as an associative signal in LTP
- 1997 - Curtis Bell and colleagues discover temporally inverted timing-dependent plasticity in the electric fish
- 1998 - Mu-ming Poo's team find in-vivo STDP in Xenopus laevis tadpole tectum
- 2000 - Sen Song and Larry Abbott coin the STDP abbreviation
I—2001 - Yang Dan's team reports in-vivo STDP in humans
I— 2001 - Sjostrom, Turrigiano, and Nelson show that rate, timing, and depolarization-dependent plasticity co-exist at the same synapse
- 2002 - Rob Froemke and Yang Dan demonstrate that STDP summates non-linearly
I—2001-2007 - The teams of Bonhoeffer, Dan, Shulz, and Feldman report in-vivo STDP in rodents
- 2004 - The Martin Heisenberg lab finds timing-dependent plasticity in Drosophila
- 2005 - Froemke et al report that STDP is location dependent
- 2006 - Sjostrom and Hausser and Greg Stuart's team find inverted STDP at inputs onto distal dendrites
- 2007 - Cassenaer and Laurent report STDP in the locust
L~ 2007-2009 - The teams of Jason Kerr, Alfredo Kirkwood and Guo-giang Bi teams demonstrate neuromodulation of STDP

[

_ time
Y

Trends

Consensus develops that learning occurs at connections among neurons

Atrtificial neural networks and the field of connectionism develops
Classical LTP studies emerge

Timing becomes increasingly important in plasticity studies

Mechanisms of LTP and LTD

Physicists inspired by Hopfield enter neuroscience
ization

STDP: mech

Paradoxically, Hebb’s proposal alone does not produce useful Heb-
bian assemblies — as LTP alone is not sufficient, there was a need
for an extension to bidirectional plasticity. Yet, there is plenty of
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suggestive evidence for functional assemblies in terms of the pat-
terned activity of neurons (Dudai, 1989; Abeles, 1991; Kandel,
20065 Byrne, 2008). In fact, we also know from paired recordings
that synaptic connectivity often clusters, showing higher recipro-
cal coupling than expected from random uniform distributions
(Markram et al., 1997a; Song et al., 2005; Perin et al., 2011). It also
seems quite plausible that high-order motifs in clusters of local
cells —a more intricate topology of connectivity (Song et al., 2005;
Perin et al., 2011) — can be inferred from synaptic plasticity learn-
ing rules in combination with the history of activity of the neurons
in question (Clopath and Gerstner, 2010; Clopath et al., 2010).
Indeed, a recent study shows that, in mouse visual cortex, pyrami-
dal neurons with similar feature selectivity are significantly more
frequently interconnected, yet functionally dissimilar neurons are
still connected at considerable albeit lower rates (Ko et al., 2011).
This functional bias of cell connectivity is in basic agreement with
a Hebbian-like learning rule such as frequency-dependent STDP
(Markram et al., 1997b; Sjostrom et al., 2001; Froemke et al., 2006)
acting during the development of visual cortex neuronal receptive
fields, with firing of sufficiently high-frequency to enable overrep-
resentation of reciprocal connections (Song et al., 2005; Clopath
et al., 2010; Perin et al., 2011).

Structural assemblies imposed by topographic connectivity can
furthermore be shaped by the region in which the neurons reside
(Yoshimura and Callaway, 2005; Yoshimura et al., 2005; Kampa
et al., 2006), their afferents and efferents (Le Be et al., 2007; Brown
and Hestrin, 2009a,b) — many of which display cell-cell specific
connectivity patterns (Markram et al., 1997a; Stepanyants et al.,
2004; Song et al., 2005) — as well as by ontogenetic relationship
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Spike-timing dependent plasticity (STDP) is a temporally asymmetric form of Hebbian learning induced by tight temporal
correlations between the spikes of pre- and postsynaptic neurons. As with other forms of synaptic plasticity, it is widely
believed that it underlies learning and information storage in the brain, as well as the development and refinement of neuronal
circuits during brain development (e.g., Dan and Poo, 2004; Sjostrom et al., 2008). With STDP, repeated presynaptic spike
arrival a few milliseconds before postsynaptic action potentials leads in many synapse types to long-term potentiation (LTP)
of the synapses, whereas repeated spike arrival after postsynaptic spikes leads to long-term depression (LTD) of the same
synapse. The change of the synapse plotted as a function of the relative timing of pre- and postsynaptic action potentials is
called the STDP function or learning window and varies between synapse types. The rapid change of the STDP function with

the relative timing of spikes suggests the possibility of temporal coding schemes on a millisecond time scale.

EXPERIMENTAL STDP PROTOCOL

In a typical spike-timing dependent plasticity (STDP) protocol
(Markram and Sakmann, 1995; Markram et al., 1997; Bi and Poo,
1998; Sjostrom et al., 2001), a synapse is activated by stimulating
a presynaptic neuron (or presynaptic pathway) shortly before or
shortly after making the postsynaptic neuron fire by injection of
a short current pulse. The pairing is repeated for 50-100 times at
a fixed frequency (for example 10 Hz). The weight of the synapse
is measured as the amplitude (or initial slope) of the postsynaptic
potential. The change of the synaptic weight is plotted as a func-
tion of the relative timing between presynaptic spike arrival and
postsynaptic firing, see Figure 1. The resulting plot is the STDP
function or learning window. It is worth noting that different syn-
apse types can have quite different forms of STDP function (Abbott
and Nelson, 2000; Bi and Poo, 2001). Compared to many other
synaptic plasticity induction protocols, STDP is especially attractive
since it is believed to be biologically plausible. In the intact brain,
action potentials are often quite precisely timed to stimuli in the
outside world, although this is not true for all brain regions and
cell types. Nevertheless, STDP is very likely to be induced under
such circumstances and many studies provide strong evidence that
this is indeed the case (Zhang et al., 1998; Allen et al., 2003; Meliza
and Dan, 2006; Jacob et al., 2007).

BASIC STDP MODEL

The weight change Aw, of a synapse from a presynaptic neuron j
depends on the relative timing between presynaptic spike arrivals
and postsynaptic spikes. Let us name the presynaptic spike arrival
times at synapse j by tjf where f= 1,2,3,... counts the presynaptic
spikes. Similarly, " with n = 1,2,3,... labels the firing times of the
postsynaptic neuron. The total weight change Aw, induced by a
stimulation protocol with pairs of pre- and postsynaptic spikes is
then (Gerstner et al., 1996; Kempter et al., 1999)

"Reproduced from Scholarpedia, 5(2):1362. doi:10.4249/scholarpedia.1362,
copyright Gerstner and Sjostrom.

dw =Y S Wl -t) (1)

j=1 n=1

where W(x) denotes one of the STDP functions (also called learning
window) illustrated in Figure 1.
A popular choice for the STDP function W(x)

W(x)=A, exp(—x/’t+) forx>0 (2)

W(x)=-A_ exp(x/‘c_) for x>0 (3)

which has been used in fits to experimental data (Zhang et al.,
1998) and models (e.g., Song et al., 2000). The parameters A, and
A may depend on the current value of the synaptic weight w,
The time constants are on the order of T, = 10 ms and T_= 10 ms.

VARIANTS OF STDP MODELS

ONLINE IMPLEMENTATION OF STDP MODELS

Spike-timing dependent plasticity with an STDP function as in
Eq. 2 can be implemented in an online update rule using the
following assumptions. Each presynaptic spike arrival leaves a
trace x].(t) which is updated by an amount a (x) at the moment
of spike arrival and decays exponentially in the absence of spikes:

dx;
T+E=—x+a+(x);8(l‘—t{) (4)

The biophysical nature of the variable x need not to be speci-
fied, but potential candidates are the amount of glutamate bound
to postsynaptic receptors; or the fraction of NMDA receptors in
the open state. Similarly, each postsynaptic spike leaves a trace y

d "
T_d—);=—y+a_(x)§n:8(t—t ) (5)
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FIGURE 1 | Spike-timing dependent plasticity (schematic): the STDP
function shows the change of synaptic connections as a function of the
relative timing of pre- and postsynaptic spikes after 60 spike pairings.
Schematically redrawn after Bi and Poo (1998).

post

FIGURE 2 | Spike-timing dependent plasticity can be implemented by
local variables. Top: A presynaptic spike leaves a trace x(# which is read out
(arrow) at the moment of the postsynaptic spike. The weight change is
proportional to that value X/.(Z‘n) Bottom: A postsynaptic spike leaves a trace y#
which is read out (arrow) at the moment of a presynaptic spike.

which increases by an amount a (y) at the moment of postsynap-
tic spikes. This trace could possibly be interpreted as the voltage
at the synapse caused by a backpropagating action potential; or
by calcium entry due to a backpropagating action potential. The
weight change is then

%:A+(Wj)x(t)25(t—tn)_Af(Wf)y(t)zs(t_tff) (©)
~ 7

Thus, the weight is increased at the moment of postsynaptic
firing by an amount that depends on the value of the trace x left
by the presynaptic spike. Similarly, the weight is depressed at the
moment of presynaptic spikes by an amount proportional to the
trace y left by previous postsynaptic spikes. Integration of Eq. 5
yields Eq. 2. For an illustration see Figure 2.

WEIGHT DEPENDENCE: HARD BOUNDS AND SOFT BOUNDS

For biological reasons, it is desirable to keep the synaptic weights
in a range w™" < w. < w™*. This can be achieved by an appro-
priate choice of the functions A+(wj) and A_(wj). For the sake
of simplicity, the lower bound is set in most models to zero,
wmin = 0, A choice

A, (w].) = (w"“" - wj)n+ and A_ (wj) =w_

with positive constants T, and n_is called soft bounds or multiplica-
tive weight dependence. The choice

A, (wj) = (B(W'“aX - w].)n+ and A_ (Wj) = @(—wj)n_

is called hard bounds, see Figure 3. Here ©(x) denotes the Heaviside
step function. In practice, hard bounds mean that an update rule
with fixed parametersm, and _is used until the bounds are reached
(Gerstner et al., 1996; Kempter et al., 1999; Roberts and Bell, 2000
Songetal.,2000). Soft bounds mean that, for large weights, synaptic

A

0 Wmax w

O wmax Wj

FIGURE 3 | Top: Potentiation remains bounded if the parameter A ( I/I/I) has
hard bounds (magenta), linear soft bounds (red), a non-linear soft-bound
at w™ (blue), or two-sided non-linear soft bounds (green). \With the
yellow weight dependence, potentiation is the smaller the larger the weight,
but does not have a fixed upper bound. Bottom: Analogously, depression is

stopped at zero weights choosing some bounds for A_(vv/).

depression dominates over potentiation (Kistler and van Hemmen,
2000; van Rossum et al., 2000; Rubin et al., 2001). It is possible to
interpolate between the two cases (Giitig et al., 2003).

TEMPORAL ALL-TO-ALL VERSUS NEAREST-NEIGHBOR SPIKE
INTERACTION

If the sum in Eq. 2 goes over all presynaptic spike arrivals and all
postsynaptic spikes, then all spike pairs contribute equally. This
case has been called all-to-all spike interaction (Figure 4). It is
also possible to restrict the interactions so that only nearest spikes
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FIGURE 4 | Top: All three presynaptic spikes interact (black arrows) with a
later postsynaptic spike (all-to-all interaction). This can be implemented by
atrace X/(T) which accumulates. Bottom: Only the most recent presynaptic
spike interacts (black arrow) with a later postsynaptic spike (nearest-neighbor
interaction). This can be implemented by a trace x/(t) which starts after each
presynaptic spike at the same value.

interact. In the mechanistic update rule of Eq. 5, nearest-neighbor
interaction can be implemented as follows. The potentiation at the
moment of the postsynaptic spike should depend only on the time
since the most recent presynaptic spike. To achieve this, suppose
that the trace variable x is increased at the moment of presynaptic
spikes by an amount a (x) = 1 — x_where x_denotes the value of
the variable x just before the update. In other words, the update of
x is not cumulative but goes always to a fixed value of one, so that
the influence of previous spikes is canceled; see Morrison et al.
(2007) for a review.

TRIPLET RULE OF STDP

Pair-wise interaction between spikes as in Eq. 1 would predict that
60 repetitions of pre-post pairings (say, presynaptic spikes 10 ms
before postsynaptic ones) give the same result independent of
whether the pairing is repeated at 1 or 5 Hz. At frequencies above
25 Hz, a pair-wise interaction model would predict a reduced
potentiation, since in addition to the pre—post pair at 10 ms virtual
post—pre pairs at 30 ms are created — that should lead to depres-
sion. However, in experiments the opposite is observed (Senn et al.,
2001; Sjostrom et al., 2001). The frequency dependence of STDP
experiments can be accounted for if one assumes that the basic
building block of potentiation during STDP experiments is not
a pair-wise interaction as assumed in Eq. 1, but a triplet interac-
tion between two postsynaptic spikes and one presynaptic spike
(see Figure 5). Such a triplet interaction can be implemented in
the mechanistic model if one works with two postsynaptic traces
y, and y, with two different time constants, rather than a single
trace (Pfister and Gerstner, 2006). Such a model is also compat-
ible with explicit triplet experiments (Wang et al., 2005) while a
pair-based model is not.

pre | _ .
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1/T

FIGURE 5 | Top: In a triplet model, the elementary building block of LTP is
not a pair, but a combination of 1 pre and 2 postsynaptic spikes. Bottom:
Frequency dependence of LTRP The same number of pre-post pairings at 10 ms
is repeated at different intervals T. On the right, the amount of LTP is given as a
function of the repetition frequency 1/T, redrawn after Sjostrom et al. (20071).

HOMEOSTATIC TERMS

In addition to the pair-based and triplet-based STDP effects men-
tioned above, one can also consider STDP models where an iso-
lated postsynaptic or presynaptic spike induces a small change of
the synaptic weight, even if not paired with another spike. These
terms can be used in models to yield a homeostatic control of the
total input into the postsynaptic neuron (Kempter et al., 1999; van
Rossum et al., 2000).

Another possibility to implement homeostasis into STDP mod-
els is by making the parameter A_in Eq. 2 depend on the mean firing
rate calculated as a running average over a time scale of seconds
(Pfister and Gerstner, 2006).

VOLTAGE DEPENDENCE

Experiments and models of STDP suggest that synaptic weight
changes are caused by the tight temporal correlations between pre-
and postsynaptic spikes. However, other experimental protocols
where presynaptic spikes are paired with a fixed depolarization of
the postsynaptic neuron (e.g., under voltage clamp) show that post-
synaptic spikes are not necessary to induce long-term potentiation
(LTP) and depression of the synapse (Artola et al., 1990; Ngezahayo
et al., 2000; Sjostrom et al., 2004). Moreover, the voltage of the
postsynaptic neuron just before generation of action potentials
influences the direction of change of the synapse, even if the spike-
timing is held fixed (Sjostrom et al., 2001), suggesting that post-
synaptic voltage is more fundamental than spike-timing. Indeed, a
model of synaptic plasticity that postulates pairing between presyn-
aptic spike arrival and postsynaptic voltage contains STDP models
as a special case (Brader et al., 2007; Clopath et al., 2010).

BIOPHYSICAL MODELS

Since signaling chains involved in the induction of long-term
potentation and depression are partially unknown, most models
of STDP are phenomenological models. However, some models
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attempt to identify variables such as the traces x and y in the
above mechanistic model with specific biophysical quantities. A
few examples:

+  Senn—-Markram-Tsodyks model. The model shares featu-
res with the mechanistic triplet model above and identifies
some of the variables with internal states of the NMDA
receptor and unspecified second messengers (Senn et al.,
1997, 2001).

+ Karmarkar-Buonomano model. The model emphasizes the
fact that the pathways for upregulation and downregulation
are independent and give interpretations of internal varia-
bles in terms of NMDA receptor, calcium, and backpropaga-
ting action potentials (Karmarkar and Buonomano, 2002).

+ Shouval model. The model of Shouval starts from the hypo-
thesis that the intracellular calcium concentration in the vici-
nity of the synapse controls the up- and downregulation of
synaptic weights (Shouval et al., 2002).

+ Rubin et al. model. The model gives a detailed account of some
of the signaling steps translating the calcium time course into
synaptic weight changes (Rubin et al., 2005).

+ Lisman model. The model focuses on the autophosphorylation
of CaMKII as a critical step for memory formation (Lisman and
Zhabotinsky, 2001; Lisman, 2003). The calcium based model can
be simplified and shows STDP (Graupner and Brunel, 2007).

RELATION OF STDP TO OTHER LEARNING RULES
STDP AND HEBBIAN LEARNING RULES
Spike-timing dependent plasticity can be seen as a spike-based for-
mulation of a Hebbian learning rule. Hebb formulated that a synapse
should be strengthened if a presynaptic neuron “repeatedly or per-
sistently takes part in firing” the postsynaptic one (Hebb, 1949). This
formulation suggests a potential causal relation between the firing
of the two neurons. Causality requires that the presynaptic neuron
fires slightly before the postsynaptic one. Indeed, in standard STDP
experiments on synapses onto pyramidal neurons, potentiation of
the synapse occurs for pre-before-post timing, in agreement with
Hebb’s postulate. Hebb did not, however, postulate the existence
of synaptic weakening (Hebb, 1949). The existence of a temporal
window for weakening of connective strength in the typical STDP
learning rule is in a sense an extension to the Hebbian postulate.
The existence of synaptic weakening, however, was postulated
long before the discovery of STDP. Stent (1973) argued already that
the input from a presynaptic cell that is consistently not co-active
with the postsynaptic cell should be weakened. One important
distinction as compared to STDP is that the Stentian extension
to Hebb’s postulate does not emphasize temporal contrast, only
persistent lack of coincidence (Stent, 1973),and it is therefore more
akin to heterosynaptic long-term depression (LTD) than to STDP
(Sjostrom et al.,2008). Standard STDP, on the other hand, possesses
a characteristic temporal asymmetry (Figure 1; Abbott and Nelson,
2000; Caporale and Dan, 2008; Sjostrom et al., 2008).

STDP VERSUS RATE-BASED LEARNING RULES

Under the assumption of stationary Poisson statistics for the firing
times of pre- and postsynaptic neurons, the most relevant aspect
of the STPD function is its integral and an STDP model can be

mapped to an equivalent rate-based learning rule (Kempter et al.,
1999). Under the assumption of independence between pre- and
postsynaptic firing, the total weight change is Aw, = aif()f(#) where
f,(1) and f(#) denote the firing rate of pre- and postsynaptlc neurons
averaged over some time Tand o, = JW(s)ds s the integral over the
learning window. If the integral is positive, STDP is identical to
standard rate-based Hebbian learning. For negative integral, as often
used in modeling, STDP corresponds to an anti-Hebbian rate rule.

However, the assumption of independence of pre- and post-
synpatic firing is obviously wrong since it neglects the causal cor-
relations generated by the interaction of the two neurons. A more
precise mapping to rate models can be achieved if the postsynaptic
neuron is described as an inhomogeneous Poisson Process with a
rate fi(t)=VZ X e(t— t].f) where tf denotes the spike times of a
presynaptic neuron j generated by a Poisson process of rate f(#) and
€ () for s> 0 describes the time course of a postsynpatic potential.
The total weight change in a period T'is then Aw, = olf()f(1) + Bf( 1)
where B=y[> € (s)W(s)ds is the integral over the “causal” part
of the learning window, i.e., over all times with “pre-before-post”
relation (Kempter et al., 1999). For standard STDP models 3 > 0,
i.e., presynaptic spike arrival leads on average to a positive change
of the synapse, because it is likely to cause postsynaptic firing. This
is then often combined with a negative integral over the STDP func-
tion a0 < 0 so that random pairings of pre- and postsynaptic firings
leads to a decrease of the synapse (Gerstner et al., 1996; Song et al.,
2000). The functional consequences of such a choice are discussed
below (see Rate normalization).

STDP AND BIENENSTOCK-COOPER-MUNRO RULE

Spike-timing dependent plasticity can also be related to a non-
linear rate model where the weight change depends linearly on
the presynaptic rate, but non-linearly on the postsynaptic rate
(Bienenstock et al., 1982). This can be achieved in two different
ways. The first possibility is to implement standard STDP with near-
est-neighbor instead of all-to-all coupling (see above). This leads
to a non-linearity consistent with the Bienenstock—Cooper—Munro
(BCM) rule (Izhikevich and Desai, 2003). The second possibility
is to use a triplet STDP rule (see above) instead of the standard
pair-based rule (Figure 6). If potentiation requires a triplet of two
postsynaptic spike and one presynaptic spike (with post—pre—post
or pre—post—post firings in temporal proximity) while depression
is modeled by the interaction of a post—pre-pair, then the equiv-
alent rate model under a Poisson firing assumption as above is
Aw, = af] 2]? - afi]? =0(f,— ﬁ)]; where ¥ describes the minimal
postsynaptic frequency for potentiation and ¢ is a quadratic func-
tion (Pfister and Gerstner, 2006). If the amount a_of depression
increases with the mean postsynaptic frequency, then the threshold
shifts with the mean postsynaptic rate. In this case the triplet rule of
STDP becomes identical to the BCM rule (Bienenstock et al., 1982).

FUNCTIONAL CONSEQUENCES

As described above, STDP models can be related to rate models
under the assumption of Poisson firing of both pre- and postsyn-
aptic neurons. Hence STDP rules inherit functional consequences
known for rate models. In particular, the relation of synaptic learn-
ing to principal component analysis; to receptive field development;
to clustering and map formation does not change fundamentally
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FIGURE 6 | A STDP rule (top) where post-pre pairs cause LTD and
post-pre—post triplets cause LTP generates for Poisson input a frequency
dependence of weight changes as in the BCM model (bottom).

if one switches from rate-based to spike-based models (Kempter
et al., 1999; Song and Abbott, 2001). In the rest of this section we
focus on aspects that are specific to STDP and go beyond known
features of rate-based learning.

SPIKE-SPIKE CORRELATIONS

The postsynaptic depolarization caused by spike arrival at an excita-
tory synapse makes the postsynaptic neuron more likely to fire. In
all spiking neuron models (including Poisson models driven by
presynaptic input) this leads to a correlation of the spikes of pre-
and postsynaptic neurons on the timescale of milliseconds. These
spike—spike correlations contribute to learning in STDP models
(Kempter et al., 1999), but are completely neglected in standard
rate models of learning. See the section “STDP versus rate-based
learning rules.”

REDUCED LATENCY

Suppose a postsynaptic neuron is connected to N presynaptic neu-
rons that fire one after another in a sequence 1-2-3-...-N over
several milliseconds; see Figure 7. Suppose that the synaptic input
makes the postsynaptic neuron fire between the firings of presyn-
aptic neurons N-1 and N. As a result of STDP the connection from
neuron N to the postsynaptic neuron is weakened (because of the
post-before-pre timing) whereas the connections from neurons
N-1,N-2,N-3... to the postsynaptic neuron are reinforced (because
of appropriate pre-before-post firing). After several repetitions of
the same stimulus, the postsynaptic neuron fires earlier, i.e., with
reduced latency, because of the stronger input. Hence the timing
of the postsynaptic spike shifts forward in time (Mehta et al., 2000;
Song et al., 2000).

TEMPORAL CODING

Since STDP is sensitive to spike-timing on the millisecond rate,
it can be used in temporal coding paradigms. Examples include
tuning of synaptic connections in a model of sound source locali-

FIGURE 7 | Top: Presynaptic neurons are firing one after the other and
cause the postsynaptic neuron to fire a single action potential (green
vertical bar). The STDP function will strengthen those synapses that have been
activated just before the postsynaptic spike. Bottom: If the stimulation pattern

repeats the new synaptic weights make the postsynaptic neuron fire earlier.

zation in the auditory pathway (Gerstner et al., 1996); learning of
spatio-temporal spike patterns in a model of associative memory
(Gerstner et al., 1993); suppression of predictable signals in a
model of the electrosensory system of electric fish (Roberts and
Bell, 2000); learning time-order codes (Guyonneau et al., 2005);
amongst others.

RATE NORMALIZATION

Rate-based Hebbian learning is intrinsically unstable: synaptic
inputs that drive the neuron to a high firing rate will be strength-
ened further. On one hand, such an instability is necessary to make
the neuron detect, and become sensitive, to weak correlations in
the input. On the other hand, this leads not only to a growth of
individual synapses, but also to an explosion of the firing rate of the
postsynaptic neuron. In practice, in rate-based learning the growth
of synapses and firing rates is controlled by (i) introducing upper
and lower bounds for individual weights and (ii) renormalization
of the weights of each time step or each episode. Renormalization
can alternatively be implemented online by a rate-dependent decay
term of the weights (Oja, 1982). Surprisingly, STDP models with
an appropriate set of parameters do not need such an explicit nor-
malization step (Kempter et al., 1999, 2001; Song et al., 2000).

As discussed above in section “STDP versus Rate-based learn-
ing rules,” the equivalent rate model of a standard STDP rule is
AW,-j =of(1) ]5( )+ B]j( 1). For a choice of parameter where the integral
over the STDP function is negative (0. < 0) and pre-before-post fir-
ings lead to potentiation (3 > 0), the firing rate of the postsynaptic
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neuron has a stable fixed point, while the learning rule is sensitive to
the temporal correlations between pre- and postsynaptic neurons
(Kempter et al., 2001).

EXPERIMENTAL RESULTS AND OPEN QUESTIONS

DIVERSITY OF STDP

Spike-timing dependent plasticity varies tremendously across syn-
apse types and brain regions (Abbott and Nelson, 2000). Even so,
it is worth recollecting that the temporal asymmetry of classical
STDP is also remarkably well preserved and is found in species
as different as rat, frog, locust, zebra finch, cat, and probably also
humans (reviewed in Caporale and Dan, 2008; Sjostrom et al.,
2008). In mammals, STDP has also been uncovered in multiple
brain regions, such as prefrontal, entorhinal, somatosensory, and
visual cortices, hippocampus, striatum, the cochlear nucleus, and
the amygdala (cf. Caporale and Dan, 2008; Sjostrom et al., 2008).
The activity requirements that govern STDP at many of these dif-
ferent synapses, however, is variable. For example, the width of the
temporal windows for LTD and LTP appear to be roughly equal at
hippocampal excitatory synapses (Bi and Poo, 1998; Zhang et al.,
1998; Nishiyama et al., 2000), whereas the LTD timing window is
considerably wider than that of LTP at several neocortical synapses
(Feldman, 2000; Sjostrom et al., 2001).

For some synapses, the STDP timing window is inverted as
compared to the classical form of STDP, so that pre-before-post
timings result in LTD whereas the opposite temporal order results
in LTP. This is the case at, e.g., inhibitory connections onto neo-
cortical L2/3 pyramidal neurons (Holmgren and Zilberter, 2001),
at corticostriatal synapses (Fino et al., 2005) as well as in the elec-
trosensory lobe of the mormyrid electric fish (Bell et al., 1997).
The timing requirements for STDP at connections between spiny
stellate cells in rat somatosensory cortex are yet again different:
Here, synapses undergo LTD seemingly regardless of temporal
order (Egger etal., 1999). In neocortical layer-5 pyramidal neurons,
the timing requirements also depend critically on synapse location
in the dendritic tree: Whereas proximal inputs undergo classical
STDP, distal synapses are subject to a “temporally inverted” STDP
rule (Letzkus et al., 2006). These same inputs also undergo non-
Hebbian LTD or Hebbian LTP depending on the state of depo-
larization of the apical dendrite (Sjostrom and Hiusser, 2006).

The activity requirements of STDP may thus vary considerably
not only across brain regions and synapse types, but also within
a cell, in different dendritic compartments. One open question is
what this variability is good for. Since it is well-established that
synaptic plasticity underpins neural circuit development (Katz
and Shatz, 1996), this implies that the STDP rules engaged during
development determine circuit functionality in the mature brain. In
other words, this variability of STDP is most likely not coincidental.

BIOPHYSICAL AND BIOCHEMICAL MECHANISMS

Both LTP and LTD depend on intracellular calcium transients:
LTP is triggered by brief and strong postsynaptic calcium events,
whereas LTD is induced by smaller, more prolonged calcium eleva-
tions, a concept known as the calcium hypothesis in synaptic plas-
ticity (Sjostrom et al., 2008). This calcium dependence of plasticity
is critically dependent on the activation of postsynaptic NMDA
receptors residing in the spine: These NMDA receptors detect the

coincidence of glutamate release due to the presynaptic spike and
depolarization due to the postsynaptic spike, resulting in a supra-
linear rise in postsynaptic calcium during LTP (Yuste and Denk,
1995; Koester and Sakmann, 1998; Schiller et al., 1998). The cal-
cium hypothesis, however, is probably an oversimplification, since
additional sources of calcium such as voltage-dependent calcium
channels (Magee and Johnston, 1997; Bi and Poo, 1998) and other
signaling mechanisms such as metabotropic glutamate receptors
(Nevian and Sakmann, 2006) also contribute to STDP.

Downstream to the calcium influx is calmodulin, which may
provide a watershed readout mechanism (DeMaria et al., 2001)
to distinguish between LTP and LTD-promoting calcium signals
(Sjostrom and Nelson, 2002; Sjostrom et al., 2008). Eventually, the
enzyme calcium/calmodulin-dependent kinase II, or CaMKI], is
affected by the calcium transient. This enzyme has been hypoth-
esized to encode synaptic weight through gradations in the fraction
of active subunits (Lisman, 1985, 1989; Lisman and Zhabotinsky,
2001; Lisman et al., 2002).

Although there is a relative consensus regarding the mecha-
nisms underlying potentiation, it is less clear-cut with depression. In
one view, sublinear calcium summation triggers LTD (Koester and
Sakmann, 1998), perhaps because postsynaptic NMDA receptors
are suppressed during STDP timings inducing LTD (Froemke et al.,
2005). It is, however, becoming increasingly clear that the presyn-
aptic terminal too actively participates in the induction of STDP.
In particular, presynaptically located NMDA receptors trigger tim-
ing dependent LTD (Sjostrom et al., 2003; Rodriguez-Moreno and
Paulsen, 2008). The calcium hypothesis is thus clearly flawed and
more work is required to elucidate the biophysical and biochemical
mechanisms that underpin STDP.

ROLE OF BACKPROPAGATING ACTION POTENTIALS

The NMDA-receptor-based spine coincidence detector described
above requires that an action potential backpropagating from the
initiation zone near the axon hillock into the dendritic tree makes
it all the way to the synapse. If, however, a synapse is so distal from
the soma that backpropagating action potentials fail and propagate
passively, then it may not sufficiently depolarize NMDA receptors
in the spine to allow opening and calcium influx (Golding et al.,
2002; Sjostrom and Héusser, 2006). The prevalence of such failures
of action potential backpropagation depend on the biophysical
properties and morphology of the dendritic arbor, on sub and
suprathreshold activity patterns, as well as on neuromodulatory
state (Sjostrom et al., 2008). For example, dendritic depolariza-
tion may boost otherwise failing backpropagating action poten-
tials, thus promoting LTP of suitably timed synaptic inputs in the
distal dendritic tree (Sjostrom and Hausser, 2006). This is not to
say that backpropagating action potentials are necessarily critical
for NMDA-receptor-based LTP; local dendritic spikes may entirely
replace them, at least under some circumstances (Golding et al.,
2002). STDP, however, is by definition dependent on relatively
global action potentials in the postsynaptic cell.

VOLTAGE DEPENDENCE AND COOPERATIVITY IN STDP

Classically, NMDA-receptor-based synaptic plasticity is closely con-
nected to the degree of activation of the postsynaptic cell: Moderate
depolarization only partially opens NMDA receptors, resulting in
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relatively low calcium levels and in LTD, whereas strong depolariza-
tion results in more massive calcium responses and in LTP (Artola
et al., 1990; also see above). In keeping with this, pairing presyn-
aptic spikes with subthreshold postsynaptic depolarization results
in timing dependent depression (Markram et al., 1997; Sjostrom
et al., 2004).

Another hallmark feature of classical LTP is cooperativity; the
notion that high-frequency stimulation of a weak pathway results
in LTP only if in synchrony with a stronger pathway (McNaughton
etal., 1978). Some have argued that this requirement for coopera-
tivity among inputs to reach the threshold for LTP is a reflection
of a need to reach the postsynaptic spike threshold. If this line of
reasoning were true, then STDP should not exhibit a cooperativity
requirement, since there is by definition always postsynaptic spiking.
It turns out, however, that neocortical STDP does require a sufficient
number of inputs to be co-activated in order to elicit LTP, even in
the presence of postsynaptic spiking (Sjostrom et al., 2001). It has
been demonstrated that this cooperativity requirement in STDP
arises due to a voltage dependence, so that large depolarizations (e.g.,
due to a large number of synchronous inputs) enable potentiation,
whereas small ones fail to do so (Sjostrom et al., 2001). This voltage
dependence is at least in part due to the fact that action potentials
backpropagate decrementally into the dendritic tree unless they are
boosted by a relatively depolarized dendritic state (Sjostrom and
Hiusser,2006). In other words, in STDP, the backpropagating action
potential may require help to make it to the synapse, especially for
synapses far from the soma, otherwise it cannot sufficiently depolar-
ize the spine coincidence detector to trigger potentiation.

Although it is relatively well-established that STDP is voltage-
dependent and that backpropagating action potentials are crucial,
it is unclear to what extent other voltage-dependent mechanisms
contribute. For example, calcium influx directly mediated by volt-
age-dependent calcium channels may contribute. Another open
question is if a form of STDP exists for local dendritic spikes, i.e., in
the absence of postsynaptic spiking output (cf. Golding et al., 2002).

INDUCTION VERSUS EXPRESSION OF LONG-TERM POTENTIATION

By and large, STDP refers to an experimental plasticity induction
protocol. It may thus be tempting to conclude that the controver-
sial question of how synaptic plasticity is expressed — in particular
the so-called pre versus post debate in LTP (Malenka and Nicoll,
1999) — is not relevant to STDP models. Such a conclusion, how-
ever, may be hasty.

Although it has been disputed on good grounds (e.g., Bolshakov
and Siegelbaum, 1994), the canonical view remains that LTP at
Schaeftfer collateral inputs to CA1 pyramidal cells is postsynaptically
expressed (Malenka and Nicoll, 1999). In this view, potentiation is
a simple synaptic gain control that underlies information storage
in the brain.

With presynaptic LTP, however, the situation is considerably
more complex, because presynaptic LTP does not only change the
synaptic gain, it also affects information transfer across the synapse.
At excitatory connections of neocortical layer-5, LTP is apparently
expressed through an upregulation of the probability of release,
thus resulting in an increase of short-term depression, a concept
known as Redistribution of Synaptic Efficacy (RSE; Markram and
Tsodyks, 1996). Consistent with this finding, the induction of

timing dependent depression at layer-5 synapses in visual cortex
results in a long-term down regulation of short-term depression
through an apparent decrease of the probability of release (Sjostrom
et al., 2003), which is in effect anti-RSE.

Since short-term depression effectively differentiates rates on a
given input with respect to time, this may lead to brief onset and
offset bursts of activity in the postsynaptic cell as input rates change
(Abbottetal., 1997). A cell with short-term depressing inputs thus
becomes an efficient coherence detector (Markram and Tsodyks,
1996; Abbott et al., 1997). By extension, the presence of RSE at its
synaptic inputs may thus make a neuron more sensitive to input
coherence (Markram and Tsodyks, 1996), while anti-RSE (Sjostrom
et al., 2003) may do the opposite.

The up or down regulation of short-term depression in a net-
work of connected neurons would presumably alter the statistics
of spike-timing dramatically. Given the acute sensitivity of STDP
to spike-timing, it thus follows that a network with STDP trigger-
ing RSE may result in complex loops between STDP and network
activity. The ensuing dynamics of activity are likely to be quite dif-
ferent from those in a network where STDP does not trigger RSE. To
our knowledge, this possibility and its functional consequences for
network coding has not yet been explored, neither theoretically nor
experimentally. In fact, most models introduce the synaptic weight as
formal parameter that corresponds to the amplitude of the EPSP or
the maximum conductance during synaptic transmission. However,
if one combines an STDP model with a model of short-term plas-
ticity with several parameters, the term “synaptic weight” is not
precise enough, since long-term plasticity may affect the parameters
of short-term plasticity differentially. The basic question of what
we mean by synaptic weight thus remains to be addressed properly.

MAINTENANCE OF LONG-TERM POTENTIATION

The focus of STDP as an experimental paradigm (and therefore
of this article) is the induction of plasticity by suitable protocols.
The question of how the changes induced by synaptic plasticity
are maintained over a period of hours, weeks, or even years as
expected for long-term memory is the topic of Maintenance of
synaptic plasticity.

INFLUENCE OF NEUROMODULATORS
Spike-timing dependent plasticity depends on the presence or
absence of neuromodulators such as dopamine (Pawlak and Kerr,
2008; Zhang et al., 2009). These studies suggest that neuromodula-
tors are more than simple switches that turn plasticity on or off.
Neuromodulation cannot be considered as a simple multiplicative
factor. Rather the presence of neuromodulators changes the tem-
poral profile of STDP (Pawlak and Kerr, 2008; Zhang et al., 2009).
The modulation of STDP by a third factor such as dopamine
has potentially interesting functional consequences that turn STDP
from unsupervised learning into a reward-based learning para-
digm (Pfister et al., 2006; Farries and Fairhall, 2007; Florian, 2007;
Izhikevich, 2007; Legenstein et al., 2008).

DISCRETE OR CONTINUOUS SYNAPSES

Most models describe the synaptic weight as a continuous variable,
although it is quite conceivable that weights are coded in discrete
jumps. In fact, certain benefits would arise from such discrete
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synaptic weights. For example, bistability of individual synapses
would help to assure the long-term stability of synapses over weeks
or years in the presence of molecular turnover (Lisman, 1985).
While this is a strong argument in favor of discrete synapses it does
not preclude that, on a shorter time scale, synaptic weights undergo
continuous synaptic depression or facilitation which would be over-
laid on the discrete long-term dynamics.

Since in the typical STDP experiment, results are averaged across
several synapses, the question of whether single synapses respond
to plasticity protocols with discrete or continuous changes cannot
readily be answered. There are at least two studies suggesting that
synaptic weights onto CA1 pyramidal neurons in the hippocampus
are altered in discrete steps (Petersen et al., 1998; O’Connor et al.,
2005). Other studies, however, appear to be in disagreement with
this view. For example, recent glutamate uncaging experiments
suggest that weights change continuously (Tanaka et al., 2008).

Finally, even if weights are discrete, it is difficult to provide con-
clusive experimental evidence showing stepwise changes in plastic-
ity. The stochastic nature of neurotransmitter release, for example,
hampers such experiments, by adding noise to the point that step-
wise changes might be masked, although glutamate uncaging would
help address this problem. Furthermore, the situation might be
complex, and plasticity may for example be discrete postsynapti-
cally and continuous presynaptically. Last but not least, synapses
are at different distances from the soma and their corresponding
postsynaptic potentials are therefore subjected to different amounts
of dendritic filtering as they propagate toward the soma. Since most
connections in the brain are made up of more than one synaptic
contact, which are made onto different dendritic compartments at
different electrotonic distances from the soma, the net result is that
any discrete steps that might exist would be exceedingly difficult to
find conclusive evidence for experimentally. Even if weights were
discrete, synaptic weight distributions would seem continuous and
discrete plasticity would appear continuous.

Whether synapses typically are discrete or continuous thus
remains an open but very intriguing question.

HISTORY OF STDP

The first experiments with precisely timed pre- and postsynaptic
spikes at a millisecond temporal resolution were performed by
Markram and Sakmann (1995), Markram et al. (1997) soon fol-
lowed by others (Bell et al., 1997; Bi and Poo, 1998; Debanne et al.,
1998; Zhang et al., 1998). While the first publications on true STDP
experiments came out in the mid-1990s temporal requirements
for the coincidence of pre- and postsynaptic activity had already
been investigated in 1983 in experiments by Levy and Stuart (1983)
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Our view of the world has changed dramati-
cally since it was realized in the early 1970s
that networks of neurons can form map-
pings that are associative, content address-
able and relatively invulnerable to the loss
of individual neurons or synapses — thus
potential candidates for memory storage in
the animal brain (Anderson et al., 1972).
But how, we asked ourselves, could such
mappings be constructed in networks of
neurons? That is, how could the values of
vast numbers of synapses be adjusted to
obtain a mapping that corresponds to an
appropriate memory?

One possibility was that synaptic modi-
fication followed the famous Hebbian rule:
“When an axon in cell A is near enough to
excite cell B and repeatedly and persistently
takes part in firing it, some growth process
or metabolic change takes place in one or
both cells such that A’s efficiency in firing
B is increased” (Hebb, 1949). Or, “Neurons
that fire together wire together.” In restricted
circumstances this gave a mapping with
some of the properties of memory.

But, though Hebb had proposed this idea
in 1949, it had hardly become fashionable
in the biological community. I recall giv-
ing talks on this subject, being greeted with
condescending smiles and, perhaps, a pat
on the head from established neurophysi-
ologists: “You're very clever young man, but
what shred of evidence do you have that
synapses modify?” I remember, in particu-
lar, an extended conversation with a famous
neuroscientist in the late 70s: “We have no
evidence whatsoever for Hebbian modifica-
tion in the ugly little sea snail that I am stud-
ying,” he would say. (The evidence has since
been obtained, Lin and Glanzman, 1994.)
I remember, in exasperation, suggesting
“Well perhaps that’s the difference between
an ugly little sea snail and a good looking
tenured professor at a major university.”

It was evident, of course, that Hebbian
modification could be only part of the story,
since synapses would grow in strength with-
out bound. Thus one early question was:
How would such modification be stabilized?

Another question was: How is the required
information made available at the syn-
aptic junction? The input rate is locally
available. The integrated cell response to
the inputs from all of the cell’s dendrites
is not. Thus, in order for the information
required for Hebbian modification to be
available locally, I conjectured that it must
be propagated backwards (by depolariza-
tion or spiking in the direction opposite to
the usual information flow) from the cell
body to each of the synapses, see Figure 1
(Cooper, 1973).

Although such conjectures seemed
attractive, there was, in fact, little or no evi-
dence for synaptic modification of any kind
at that time. The primary question thus
became: Can we find any evidence for syn-
aptic modification? If so, what is its form?
Further, what is its cellular and molecular
basis — thus the cellular and molecular basis
for learning and memory storage?

One way to attack these questions lay
in the experimental observation that many
cortical neurons are selective. Selectivity is
relatively common in the nervous system.
Hubel and Wiesel (1962, 1970) observed
edge detectors in area 17 (V1) of visual
cortex of kittens. By the mid 1970s there
had already been years of experimenta-
tion in visual cortex that had led to two

(sometimes controversial) conclusions:
In animals with “normal” visual experi-
ence, visual cortical neurons are selective
and binocular; further, these properties
depend on the visual experience of the ani-
mal (Blakemore and Cooper, 1970; Hirsch
and Spinelli, 1971; Pettigrew and Freeman,
1973; Imbert and Buisseret, 1975).

Thus it seemed that the input—output
relations of these neurons could be altered
by visual experience — a possible indication
of synaptic modification that might be test-
able experimentally. Could these experience
dependent changes in the input-output
properties of neurons be attributed to syn-
aptic modification? If so what kind of modi-
fication could explain what was seen?

Early models were rate based (von der
Malsburg, 1973; Nass and Cooper, 1975;
Perezetal., 1975; Cooper etal., 1979).In par-
ticular the BCM theory (Bienenstock et al.,
1982), created to stabilize Hebbian modifi-
cation and give the desired neuron selectiv-
ity, has diverse consequences that have been
shown to be in agreement with observation
(Cooper et al., 2004). Essential postulates
of BCM are the existence the LTD and LTP
regions as well as the sliding modification
threshold. These are very simple math-
ematical requirements but demand rather
complicated cell properties. Are they there?

YAf, back to the junction (ij).

SIGNAL FLOW

Nobel 24 (1973) Collective properties of physical systems

FIGURE 1| In order that the junction (ij) be modified in proportion to gf, a means is needed for
communicating the firing rate g, which is the result of signals incoming from all the dendrites g, =

INFORMATION FLOW
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Do neurons really possess these properties?
While there was experimental evidence for
LTP (Bliss and Lemo, 1973), there was lit-
tle indication that LTD existed in neocortex
or Hippocampus. Such questions were the
inspiration for the experiments that led to
the first observation of LTD and the sliding
modification threshold (Dudek and Bear,
1992; Kirkwood et al., 1996).

The existence of the back propagat-
ing action potential was established with
the work of (Amitai et al., 1993; Kim and
Connors, 1993 and Stuart and Sakmann,
1994); it was further shown that this was
required for LTP (Magee and Johnson,
1997). Earlier work (Levy and Steward,
1983) had suggested that timing of the
various synaptic inputs played a crucial
role in LTD and LTP. But the discovery of
STDP gave striking confirmation not only
of the existence of the back propagating
action potential but of its important role
in synaptic modification (Markram et al.,
1997; Bi and Poo, 1998). As is attested
in many articles in this volume the
details of synaptic modification depend
exquisitely on the timing of the pre-and
postsynaptic spikes.

Among the outstanding questions
that confront us at the moment is how
to obtain STDP synaptic modification
as well as BCM type rate-based theories
from more fundamental considerations.
Attempts in this direction have been made
in several ways: One can try to go from
STDP spike models to rate-based models
such as BCM. In particular, Gerstner and
others have made attempts in this direc-
tion (Izhikevich and Desai, 2003; Pfister
and Gerstner, 2006). In this approach one
is confronted with timing problems. For
high frequency inputs, for example, which
are the pre and which are the postsynaptic
spikes? Other attempts to relate spikes to
rates as well as to make connections to
BCM have been made (Abarbanel et al.,
2002; Appleby and Elliott, 2005; Blais
et al., 2009).

Another approach is to attempt from
fundamental biophysical models to obtain
both STDP as well as BCM rate-based mod-
els (Castellani et al., 2001; Shouval et al.,
2002a,b). In addition to STDP and presy-
naptic frequency dependent synaptic plas-
ticity, pairing (voltage clamped) induced
synaptic plasticity has been observed. Is
there is a single underlying mechanism

that can account for different methods of
inducing synaptic plasticity?

It had been proposed that a moderate
elevation of calcium above baseline pro-
duces LTD while a larger elevation produces
LTP. (Lynch et al., 1983; Geiger and Singer,
1986; Bear et al., 1987; Lisman, 1989). A
calcium control hypothesis that can be
derived from lower-level molecular models
has been shown to be capable of accounting
for the plasticity induced using the various
induction mechanisms mentioned above
(Shouval et al., 2002b). It required an addi-
tional assumption that the back propagat-
ingaction potential have a wide component.
Experimental results suggest that in some
dendrites back propagating action poten-
tials are wider than in soma (Magee and
Johnson, 1997).

The wide component of the back prop-
agating action potential is also capable of
explaining the seeming a-causal behavior
of the post—pre spike sequence. The pre-
post sequence in which the back propagat-
ing action potential is presumably initiated
at least in part by the pre spike gives the
expected LTP. However in the post—pre
sequence the post spike might be thought
to be produced by spikes arriving at other
inputs that should not modify the post—
pre site. This would occur if we imagine
that the post-signal is accompanied by sto-
chastic pre-signals that initiate both LTD
and LTP, giving, on average, no change in
the synapse.

Ithas been suggested that the cellular and
molecular basis for LTD and LTP involve
changes in the number of postsynaptic
AMPA receptors as well as phosphoryla-
tion and dephosphorylation of specific
gluR1 sites on the AMPA receptors (Nayak
et al., 1998; Carroll et al., 1999; Shi et al.,
1999; Hayashi et al., 2000; Lee et al., 2000).
One possibility for the molecular basis of
the sliding modification threshold might
be variations of the NR2A/2B ratios since
changing the NR2A/2B ratio changes the
amounts of current that flow through the
NMDA receptors. Experience dependent
variations of these ratios that have been
observed experimentally (Quinlan et al.,
1999; Cho and Bear, 2010). It has also been
suggested that the h current may play a
role as a basis for the sliding modification
threshold (Narayanan et al., 2005).

We thus have a variety of candidates for
the cellular and molecular basis for synaptic

modification. Among the major remaining
questions is to put all of this together in a
consistent theory that yields both STDP and
rate-based results that is in agreement with
observation. And then, of course, this has to
be put into networks of neurons to show how
we can arrive at brain function, from recep-
tive field formation, learning and memory to
mental states including consciousness.

My guess is that we will leave our stu-
dents a few problems to keep them busy.
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My long-term career goal was, and is, to
construct credible quantitative theories of
the biological basis of cognitive function.
My approach is severely reductive which
was a problem early on. We knew nothing
about associative synaptic modification, the
heart and soul of such cognitive theories.
So motivated, I went to Virginia to work
with my good friend Oswald Steward. In
particular, I wanted to improve upon the
observations of McNaughton (1977). His
primary result was a demonstration of the
intensity-dependence of long-term poten-
tiation (LTP; a result that Bliss et al., 1973
looked for and somehow missed).

Before arriving in Virginia, I knew a two-
stimulating-electrode experiment (using
provably independent and non-overlapping
inputs) was necessary to produce an une-
quivocal demonstration of associative LTP.
Unfortunately, I had no specificidea of how
to do the experiment. When Ossie explained
his discovery of the crossed entorhinal cor-
tex to dentate gyrus pathway and showed me
the baseline physiology ongoing in his lab, I
seized on the opportunity presented by two
independent monosynaptic pathways suit-
able for associative studies. A small number
of layer II cells project monosynaptically
to the ipsilateral and contralateral dentate
gyrus. Using a one stimulating electrode in
the left dentate gyrus and a second stimu-
lating electrode in the right dentate gyrus
yielded the necessary independent mono-
synaptic excitatory pathways converging on
the same postsynaptic neurons. Although
we began with just the intention of studying
LTP, we quickly discovered a postsynaptic-
dependent, synaptic long-term depression.
This discovery was essentially unavoidable
due to all the controls built into studying the
bilateral path on both sides of the brain and
studying the effect of brief high frequency
stimulation of just one entorhinal cortex
while recording from both the left and right

dentate gyri. In essence, we were running
two experiments at once, one by record-
ing from the left dentate gyrus and one
by recording from the right dentate gyrus.
As we were finishing up the manuscript
for this work (Levy and Steward, 1983), I
began thinking about the next study, and
these thoughts must have been influenced
by my earlier training.

As background, there were my under-
graduate studies in psychology and an
awareness that stimuli used for condition-
ing worked best if they preceded a shock
in negative reinforcement or a reactivated
pressable lever for positive reinforcement.
I also knew the Pavlovian paradigms
(see discussion in Levy and Steward, 1983)
and was aware of associative timing experi-
ments in this behavioral context.

Once again, by recording on both sides
of the brain while performing an associa-
tive timing experiment, we automatically
examined a pre-then-post as well as a
post-then-pre activity paradigm. That is,
if the left stimulating electrode was active
before the right stimulating electrode, then
recording from the left dentate gyrus was a
depression paradigm while recording from
the right dentate gyrus was a potentiation
paradigm. Thus the spike-timing effect was
discovered. The published experiments
themselves were completed before the end
of 1980 and were reported at a wonderful
little gathering in 1981 at Brown University
(hosted by Leon Cooper and eventually
published in 1985; Levy, 1985).

Shortly after our publication, in which
postsynaptic cell firing in the dentate gyrus
was controlled by each ipsilateral pathway,
Gustafsson et al. (1987) published a tim-
ing study in CAl. They used intracellular
control of postsynaptic excitation. However,
their temporal resolution was lower than
our work. With later studies came higher
temporal resolution (Bi and Poo, 1998).

Our later work showed that the accuracy
of timing was better than 20 ms and — by
using large, multiple TTX injections — that
we really were in complete control of the EC
inputs (Lopez et al., 1990). Another pretty
set of studies by Ossie’s student Geoff White
show that STDP could be localized within a
dendritic region (White et al., 1988, 1990).
Later in the decade, Holmes and Levy (1990)
worked out the biophysics of the potentia-
tion portion of the spike timing rule.

My major experimental regret is the
drug experiments that I shunned early on
(but see Desmond et al., 1991). My under-
graduate and graduate experience with
neuropharmacology left me with skepti-
cism concerning drug specificity, and I was
mistaken not to accept and use the rapidly
developing glutamate receptor pharma-
cology of the early 1980s. Nevertheless, the
two original Levy and Steward (1979, 1983)
studies were enough to embark on my goal
of quantitative modeling with half of the
STDP playing a major role in later theoreti-
cal work (Levy and Desmond, 1985; Levy,
1989; Levy et al., 1990).
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For my master thesis in physics, I spent my
days in an experimental lab working with
electronics, liquid nitrogen, vacuum pumps,
and tiny semiconductor lasers. It seemed
every day another component of the set-up
would fail-I felt utterly misplaced. But then
a friend told me about an a fascinating new
field in physics that linked statistical physics
to brain science. It was an exciting period:
the papers by Hopfield (Hopfield, 1982)
and their mathematical analysis (Amit
et al., 1985) were all new, and the Kohonen
self-organizing map (Kohonen, 1984) was
analyzed by physicists next door (Ritter
and Schulten, 1988). In 1988, I decided to
change field and apply my theoretical mod-
eling skills to neuroscience.

I learned the tricks of mathematical
analysis of Hopfield networks during an
internship with Leo van Hemmen at the
university of Munich early in 1989, which
filled the time before I started a one-year
stay as a visiting scholar at Berkeley in the
lab of Bill Bialek. The hot topic in Munich
(Herz et al., 1989) as well as in some other
labs (Kleinfeld, 1986; Sompolinsky and
Kanter, 1986) was an extension of the
Hopfield model so as to store memories
not in the form of stationary attractors,
but as sequences of activity patterns (Herz
etal., 1989). The networks were constructed
with binary neurons that are either “on” or
“off” and evolved in discrete time. Andreas
Herz, who was then a student of Leo van
Hemmen’s, discovered that, when signal
transmission delays are correctly taken into
account, both static and dynamic memories
can be stored by the same Hebb rule (Herz
et al., 1989). But what puzzled me at that
time was the assumption of discrete time: Is
it 1 ms per memory pattern or 2 ms, why not
20 or 0.5 ms? What sets this time scale?

When I moved to Berkeley in the summer
of 1989,1 was strongly impressed by the ideas
of spike-based coding (Bialek et al., 1991),
a topic of intense discussions in the Bialek
lab at that time. My personal goal became

to translate Hopfield models into spiking
networks where the intrinsic neuronal time
scale would be clearly defined (Gerstner,
1991; Gerstner and van Hemmen, 1992).
After my return to Munich, I wondered
whether my spiking networks would be able
to learn spatio-temporal spike patterns. In
analogy to earlier work on sequence learning
(Herz et al., 1991), I realized that this would
only be possible if I used a Hebbian learn-
ing rule which reflects the causality principle
implicit in Hebb’s formulation: the timing
must be such that synapses that contrib-
ute to firing the postsynaptic neuron are
maximally strengthened. Hence long-term
potentiation (LTP) must be maximal if the
spike arrives at the synapse 1 or 2 ms before
the postsynaptic spike so as to compensate
for the rise time of the excitatory postsyn-
aptic potential (Gerstner et al., 1993). The
timing conditions were summarized in
a figure, reprinted here as Figure 1. I also
realized that I needed to postulate a back
propagating action potential, so as to inform
the synapse about the timing of postsynaptic
spikes. For the sake of a little anecdote: one
referee did not like such a naive postulate
and asked me to mention explicitly that such
a back propagating spike had never been
found — so that’s what I wrote in the 1993
paper (Gerstner et al., 1993). Interestingly,
20 years earlier Leon Cooper had also seen
the need to transmit information to the site
of the synapse, but formulated his idea in a
rate-coding picture (Cooper, 1973).

In the 1993 paper, I assumed some
unspecified chemical process that would
set the “window of coincidences” for the
causal pre-before-post situation. I pos-
tulated a coincidence window for asym-
metric Hebbian learning with millisecond
resolution, in order for the network to learn
on this time scale. In the summer of 1994,
Hermann Wagner, a barn owl expert, joined
the Technical University of Munich for a
sabbatical. He told us about the astonish-
ing capacity of the owl’s auditory system to

resolve time on the sub-millisecond scale,
which is necessary to locate prey in complete
darkness. Different neurons in the auditory
nucleus in charge of detecting coincidences
between spikes arriving from the left and
right ears have different receptive fields in
the temporal domain — for the theoreti-
cians in the group of Leo van Hemmen a
wonderful challenge.

Von der Malsburg, Kohonen, Bienenstock
and colleagues as well as many others (von
der Malsburg, 1973; Willshaw and von der
Malsburg, 1976; Bienenstock et al., 1982;
Kohonen, 1984) had shown in the 1970s
and 1980s that the development of spatial
receptive fields can be described by models
based on Hebbian learning, but how could
learning be possible for spiking neurons
that have to learn features in the temporal
domain? That was the topic of many discus-
sions in the lab, in particular with Richard
Kempter, a bright PhD student. From my
previous experience with referees, it was
clear that I could not simply postulate a
Hebbian coincidence window of learning
with a resolution of 10 ps to solve the task
of learning temporal structures at that time
scale —time constants in the auditory nuclei
are faster than in visual cortex, but probably
do not go below 1 ms.

After several nights of intense thinking,
I suggested one morning to Richard that
we should somehow exploit competition
between good and bad timings, similar
to spatial competition in networks with
center excitation and surround inhibition,
but translated to the problem of learning
in the temporal domain. We therefore pos-
tulated what we called a Hebbian learning
window with two regimes: good timings
(i.e., presynaptic spikes arriving just before
a postsynaptic firing event) should lead
to a potentiation of the synapses, while
bad timings (presynaptic spikes arriv-
ing after a postsynaptic spike) should
lead to depression. Richard implemented
the idea in a simulation and it worked
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Postulating STDP

A
strong potentation
postsyn. electrical
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chemical
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>t
electrical
B .
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FIGURE 1| A copy of Figure 3 in Gerstner et al. (1993) with caption: Hebbian learning at the synapse.
The presynaptic neuron jfires at time t; and the postsynaptic neuron /at t!. It takes a time A® and A%,
respectively, before the signal arrives at the synapse. At the presynaptic terminal neurotransmitter is
released (shaded) and evokes an EPSP (dashed) at the postsynaptic neuron. In (A) the dendritic spike
arrives slightly after the neurotransmitter release and matches the time window defined by some chemical
processes, so the synaptic efficacy is enhanced. In (B) the postsynaptic neuron fired too early and no
strengthening of the synapse occurs.

beautifully. The graph of our hypotheti-
cal Spike-Timing-Dependent Plasticity
(STDP) function as published in 1996 is
included here as Figure 2.

We submitted our results in May 1995
to the 8th Neural Information Processing
Conference (NIPS8) where we presented
them in December that year (Kempter
et al., 1996). The writing of the full paper
started in the summer of 1995, before
I left for a short postdoctoral period at
Brandeis, where I stayed from September
to December 1995. By the time we finally
submitted the paper in February 1996,
an abstract of Henry Markram and Bert
Sakmann had been published in the Society
of Neuroscience meeting from November

1995, which we cited in the final version of
our manuscript, together with the paper of
Debanne et al. (1994) for synaptic depres-
sion, so as to convince the referees that
our assumptions were not entirely outra-
geous. For some reason, we missed to cite
the paper of Levy and Stewart (Levy and
Stewart, 1983).

While at Brandeis, I also learned that
Larry Abbott and Kenny Blum had been
working on ideas of asymmetric Hebbian
learning in the context of hippocampal
circuits involved in a navigation problem
(Abbott and Blum, 1996). The Abbott-
Blum paper from 1996 is formulated in a
rate-coding picture and implements asym-
metric Hebbian learning with a time win-

W(s)

B

FIGURE 2 | A copy of Figure 2d in Gerstner et al.
(1996), with caption: “The postsynaptic firing
occurs at time s = 0 (vertical dashed line). Learning
is most efficient if presynaptic spikes arrive shortly
before the postsynaptic neuron starts firing as in
synapse A. Another synapse B which fires after the
postsynaptic spike is weakened.”

dow for LTP for pre-before-post (and the
possibility of LTD for reverse timing) in the
range of a few hundred milliseconds or a
few seconds, but the formalism can easily
be reinterpreted as STDP. When I joined
Brandeis in 1995, the paper was already
submitted and Kenny Blum had left, but
Larry Abbott and myself continued this
line of work together (Gerstner and Abbott,
1997).
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The Editors of the Special Issue on “Spike-Timing Dependent Plasticity,” Jesper Sjostrom and Henry Markram, asked John Lisman
and Nelson Spruston to summarize and elaborate on their 2005 commentary (Lisman, J., and Spruston, N. (2005). Postsynaptic
depolarization requirements for LTP and LTD: a critique of spike timing-dependent plasticity. Nat Neurosci 8, 839-841) in light of
more recent research. Their manuscript sparked a good deal of discussion in the interactive review forum. Lisman and Spruston
responded to the many issues and questions raised by reviewers and the result is a useful and informative exposition of their reserva-
tions about the concept of Spike-Timing Dependent Synaptic Plasticity (STDP). Jesper Sjostrom agreed to write a reply supporting
the utility of the concept. We think the two points of view, not entirely mutually exclusive, provide a healthy debate for the field and

we hope readers enjoy it!

Questions about STDP as a general model of synaptic

plasticity
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According to spike-timing-dependent plasticity (STDP), the timing of the Na* spike relative to the
EPSP determines whether LTP or LTD will occur. Here, we review our reservations about STDP.
Most investigations of this process have been done under conditions in which the spike is evoked
by postsynaptic current injection. Under more realistic conditions, in which the spike is evoked
by the EPSP the results do not generally support STDP For instance, low-frequency stimulation
of a group of synapses can cause LTD, not the LTP predicted by the pre-before-post sequence in
STDP; this is true regardless of whether or not the EPSP is large enough to produce a Na* spike.
With stronger or more frequent stimulation, LTP can be induced by the same pre-before-post
timing, but in this case block of Na* spikes does not necessarily prevent LTP induction. Thus,
Na* spikes may facilitate LTP and/or LTD under some conditions, but they are not necessary,
a finding consistent with their small size relative to the EPSP in many parts of pyramidal cell
dendrites. The nature of the dendritic depolarizing events that control bidirectional plasticity is
of central importance to understanding neural function. There are several candidates, including
backpropagating action potentials, but also dendritic Ca?* spikes, the AMPA receptormediated
EPSP and NMDA receptormediated EPSPs or spikes. These often appear to be more important
than the Na* spike in providing the depolarization necessary for plasticity. We thus feel that it is
premature to accept STDP-like processes as the major determinant of LTP/LTD.

Keywords: Ca spike, Na spike, NMDA, LTP LTD

It is well established that depolarization of the postsynaptic neuron
can promote LTP by allowing the activation of NMDA receptors.
Furthermore, smaller depolarizations may be necessary for the
induction of LTD. Given this role of postsynaptic voltage in plastic-
ity, it is important to establish how such depolarization is generated.
According to the literal interpretation of Hebb’s postulate, postsy-
naptic action potentials produce the required depolarization. This
idea has been made plausible by the finding (Stuart and Sakmann,
1994) that action potentials backpropagate from the soma into the
dendrite and can thus affect the synapses there.

The field of STDP developed after the observation that the tim-
ing of backpropagating Na* spikes relative to the EPSP can deter-
mine the sign of synaptic plasticity (reviewed in Caporale and Dan,
2008). It is thus now widely assumed that such spikes are critical in

the synaptic plasticity process; indeed, this assumption is the basis
of numerous theoretical models. However, there are serious reasons
to doubt whether spike timing is a major determinant of synaptic
plasticity. Almost all experiments demonstrating STDP have been
done under conditions in which the experimenter induces the
postsynaptic spike by current injection. If STDP is an important
phenomenon, it must also apply when the spike is evoked natu-
rally by the EPSP. In a previous review, we presented a critique of
STDP, questioning whether it occurs under such natural conditions
(Lisman and Spruston, 2005). We thank the editors of this volume
for inviting us to summarize this critique here. In the interest of
brevity, we express our concerns about STDP in a series of short
questions/answers. Readers wanting additional information should
consult our previous review.
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Reservations about STDP

1. Question: Is a Na* spike necessary for synaptically induced LTP?
Answer: Eliminating the spike often has no effect (Golding et al.,
2002; Remy and Spruston, 2007; Hardie and Spruston, 2009).

2. Question: Does the lack of a requirement for the Na* spike make
sense? Answer: Yes, because dendritic recordings show that back-
propagating action potentials are always brief and often small
(especially in distal dendrites) compared to other forms of den-
dritic depolarization (Stuart et al., 1997).

3. Question: Are Na* spikes necessary for synaptically induced
LTD? Answer: Not in general. LTD can be induced following low-
frequency stimulation with or without spikes (Dudek and Bear,
1992; Sjostrom et al., 2001; Staubli and Ji, 1996; Wittenberg
and Wang, 2006). Na* spikes tend to enhance LTD, despite the
fact that according to STDP the pre-before-post timing pre-
dicts LTP.

4. Question: Perhaps the spike is unimportant during synaptically
induced LTP/LTD, but doesn’t the spike do the job in STDP proto-
cols (when the spike is induced by current injection)? Answer: The
repetition rates typically used are so high that other types of den-
dritic events such as Ca** spikes may be inadvertently induced by
summation of EPSPs, complicating the interpretation. If lower
repetition rates are used, single spikes no longer induce LTP/
LTD unless larger EPSPs are used, suggesting the importance of
additional sources of depolarization (Sjostrom et al., 2001).

5. Question: Theoretical work has shown that the causal role of the
presynaptic spike in generating the EPSP, which then generates
the postsynaptic spike, is an elegant principle; should this concept
be revised? Answer: Yes, there are cases in which the EPSP evokes
a spike, but the result is LTD, not LTP (see question 3) and there
are cases when the spike is not necessary for LTP (see question 1).
Thus, spike timing is probably not the best approach to modeling
synaptic plasticity (see below).

6. Question: Theoretical work has shown that the timing relation
of presynaptic and postsynaptic events can produce important
computations; should this be given up? Answer: No. Timing will
inevitably be important because of the properties of the NMDA
receptor (depolarization before glutamate binding doesn’t open
the channel, whereas the reverse order does). When we learn
what the critical depolarizing event is (or are), timing will cer-
tainly be important.

7. Question: If the backpropagating spike is not the critical factor for
synaptic plasticity, what is? Answer: The AMPA-mediated EPSP,
NMDA receptor-mediated plateau potentials, and dendritically
initiated Ca®* spikes are plausible candidates (Gordon et al.,
2006; Kampa et al., 2007).

8. Question: Isn’t STDP elegant because of its computational con-
sequences? Answer: No, it isn’t as elegant as it may seem because
information can’t be read out (by EPSP-evoked spikes) without
modifying stored information. If there is a higher threshold for
plasticity (e.g., bursts or calcium spikes), it becomes possible to
read out information using single spikes without modifying sto-
red information.

9. Question: How is the critical source of the postsynaptic depo-
larization required for plasticity going to be determined?
Answer: It’s a hard problem. Some of the most advanced
methods (paired recording and glutamate uncaging) will not
suffice because they don’t stimulate inhibition. Given the likely
role of voltage-dependent conductances (including NMDA
receptors), the occurrence and duration of depolarizing events
will depend strongly on inhibition, which must therefore be
part of the overall story (Davies et al., 1991; Remondes and
Schuman, 2002).

We are encouraged by a recent model that explains a wide
range of experimental observations using an approach that does
not focus on the backpropagating action potential as the sole
source of dendritic depolarization (Clopath et al., 2010). Using a
combination of factors related to the pre and postsynaptic mem-
brane potentials (see also Spruston and Cang, 2010), the model
explains the dependence of LTP/LTD on stimulus frequency,
postsynaptic bursting, and the synaptic depolarization. Future
implementations of the model could seek to explain the depend-
ence of synaptic plasticity on specific biophysical events, such
as dendritic spikes and inhibition, in compartmental models of
neurons with elaborate dendritic trees endowed with a variety of
conductances. It will also be of interest to see whether this class
of model can also explain why the phase of synaptic stimulation
during theta frequency oscillations can determine whether LTP
or LTD isinduced (Huerta and Lisman, 1995; Hyman et al., 2003;
Kwag and Paulsen, 2009).
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LISMAN AND SPRUSTON RESPONSE TO REVIEWERS

We thank the reviewers for their comments, most of which
were understanding of our skeptical position. However, sev-
eral reviewers strongly disagreed with us. We suggest that these
disagreements have to do with the definition of STDP. In the
widely used Neuroscience text by Purves et al. (2008), an entire
page is devoted to STDP. A simple definition is given: LTD is
triggered when the postsynaptic spike occurs in a time window
before the presynaptic spike and LTP is triggered by a postsy-
naptic spike that occurs in a time window after the presynap-
tic spike. It is stated that the spike provides the depolarization
that allows Ca*" entry through the NMDA channel to trigger
synaptic plasticity.

All science involves simplifications. We feel that STDP, as
defined above, constitutes a dangerous oversimplification. Many
theoretical papers have utilized the form of STDP defined above
to understand how synaptic plasticity explains brain function.
The conclusions of these papers must be regarded with skepticism
because the simplified view of plasticity incorporated into this
definition of STDP is quite far from the truth. It ignores the fact
that both LTP and LTD can occur without postsynaptic spikes and
that spikes that obey the pre—post timing rule — predicted to result
in LTP — can produce LTD instead (in the hippocampus). Finally,
spikes don’t even reach many synapses, whereas other processes
strongly depolarize those synapses. None of these observations
are taken into consideration by the textbook definition of STDP.
One reviewer believed that we don’t think that spikes and tim-
ing are important in plasticity. To the contrary, we believe they
are a part of the story, along with many other factors. So far, no
simple formulation has resulted that would provide non-experts
or theorists with a clear understanding of the voltage processes
that determine whether LTP or LTD will occur. This is not embar-
rassing; there are many others memory processes that are not well
understood. The neuroscience community needs to understand
that synaptic plasticity is still not well understood and that the
elegant rules of STDP do not capture enough of the truth to
be applied as a general model of synaptic plasticity in naturally
active neural circuits.

Several reviewers made good points about our concern that
experimentally induced postsynaptic spikes might not be sufficient
to induce plasticity. One of our concerns was that the backpropa-
gating action potentials, at high frequency or in combination with
synaptic input, could trigger a Ca** spike (Larkum et al., 1999) and
that this Ca®* spike is what is critical for LTP induction (Kampa

etal.,2006). One reviewer made the valid point that the biophysical
mechanism does not matter for the essential concept: thus even if
the backpropagating Na* spike works by triggering another type
of electrical event, it still remains true that the Na* spike has a
causal role.

For STDP to be considered valid in vivo, it must at a mini-
mum be demonstrated to occur in experiments where the spike
occurs realistically (i.e., by the action of the EPSP) rather than
by injection of current into the postsynaptic cell. We referred
to experiments showing that spikes evoked by the EPSP are not
necessary for LTP, contrary to STDP. Three reviewers objected to
this challenge to STDP. One objected, citing Magee and Johnston
(1997). However, that paper is not relevant because spikes were
induced by somatic current injection rather than synaptically.
Another rightly pointed to a paper that used low repetition
rates (0.3 Hz) to induce LTP (Campanac and Debanne, 2008).
However, the factors that cause very similar protocols to induce
LTD in other studies (Wittenberg and Wang, 2006) need to be
identified. Finally, a reviewer claimed that Zhang et al. (1998)
proved the importance of spikes produced by the EPSP. This
paper is indeed one of the few papers that measured spikes
evoked by the EPSP (in tectal cells of Xenopus). The authors
posed the critical question of whether spikes are necessary for
LTP. To investigate this, they gave synaptic stimulation while volt-
age clamping the cell to =70 mV and found that LTP could not
be induced. However, because all forms of synaptically induced
depolarization (AMPA-mediated EPSPs, Ca** spikes, NMDA
spikes) will be reduced under voltage-clamp, this experiment
cannot be used to demonstrate the specific role of the Na* spike.
It is quite possible that when more experiments are done, it will
turn out that Na* spikes are indeed critical in these cells (contrary
to what was found in the hippocampus). However, a field must
not go beyond the data. The existing data argues only that Na*
spikes can influence various forms of LTP and LTD; simple rules
regarding the timing of presynaptic and postsynaptic spikes do
not explain enough of the experimental data to be regarded as a
good model of plasticity in naturally active neural circuits. Thus,
the textbook definition of STDP should be viewed with skepti-
cism and more robust models of synaptic plasticity should be
pursued. One review article referred to this notion as “beyond
classical STDP” (Kampa et al., 2007). We agree that we need to
move beyond classical STDP, but wonder if a different moniker
will better represent the dependence of LTP and LTD on factors
other than just timing.
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Of mice and men: why investigate timing in plasticity?

Per Jesper Sjéstréom

Department of Neuroscience, Physiology and Pharmacology, University College London, London, UK

But little Mouse, you are not alone,

In proving foresight may be vain:

The best laid schemes of mice and men

Go often askew,

And leave us nothing but grief and pain,

For promised joy!

Robert Burns, 1785

In their critique of STDP, Lisman and Spruston highlight several
points regarding STDP that they feel are problematic. The majority
of these points center around the postsynaptic Na* spike and its role
in synaptic plasticity. They argue that the postsynaptic Na* spike is
not necessary in plasticity, which might seem to reduce the impor-
tance and generality of the STDP concept. For example, they point
out that you can induce LTP in the hippocampus without somatic
Na* spikes; dendritic spikes are sufficient (Golding et al., 2002).
Also, when Na* spikes are “evoked naturally” via incoming EPSPs,
LTD instead of LTP is induced (Wittenberg and Wang, 2006), even
though your typical STDP experimental paradigm would result
in LTP under similar conditions (cf. Magee and Johnston, 1997).
Lisman and Spruston also argue that the standard textbook defini-
tion of STDP is unclear, which in all fairness it probably is.

It is tempting to debate each individual point, because for each
paper supporting a point (e.g., Wittenberg and Wang, 2006), one
can find another in disagreement (e.g., Campanac and Debanne,
2008). This, however, would not seem interesting or worthwhile.
Besides, Lisman and Spruston do highlight in their critique some
general and bigger-picture shortcomings in the STDP field that
need to be addressed. For example, the focus on the role of the
somatic action potential in STDP could mean that researchers are
heading down the wrong path, since plasticity can also depend on
the timing of local dendritic spikes (cf. Froemke et al., 2010b). Also,
the existence of classical STDP can be questioned on experimental
grounds, at least in the hippocampus (Buchanan and Mellor, 2010).
Finally, STDP might be secondary or perhaps even epiphenomenal
to other, more fundamental learning rules (Shouval et al., 2010).

So, instead of belaboring the details of the postsynaptic Na*
spikes and its role in plasticity (which I have belabored elsewhere,
cf. Sjostrom et al., 2008), I wish to emphasize the striking and
ubiquitous timing dependence of synaptic plasticity that has been
borne out of the STDP experimental paradigm. Indeed, changes in

temporal differences as small as a millisecond can switch the sign
of plasticity from LTD to LTP or vice versa (Froemke et al., 2010a).
Intriguingly, this acute sensitivity of plasticity to temporal order
appears to exist across species as diverse as Xenopus laevis (Richards
etal., 2010; Tsui et al., 2010), rodents (Froemke et al., 2010a), and
humans (Miiller-Dahlhaus et al., 2010; Silva et al., 2010). This pres-
ervation of STDP across the 340 millions years of evolution that
have passed since the mammalian amniote ancestors diverged from
the amphibian reptiliomorph counterparts would seem to support
the idea that it is important.

And yet, even though the phenomenology of this acute timing-
dependence in plasticity has been preserved, the mechanisms that
underlie it can vary tremendously at different synapse types in
the same mammalian brain. Seemingly identical forms of timing-
dependent LTD, for example, rely on presynaptic NMDA receptors
at some central synapse types but not at others (Rodriguez-Moreno
et al., 2010). Could STDP have been invented by nature several
times, through convergent evolution? Finally, the timing require-
ments of plasticity are often cell specific, with different cell types of
the same brain region exhibiting specialized forms of STDP (Fino
and Venance, 2010), of which inhibitory cells are a particularly
striking case (Lamsa et al., 2010).

To conclude, since STDP exists — in many forms and at many
synapse types, remarkably well preserved in its classical form in
species as diverse as mice and men — we scientists are compelled to
investigate it. We are driven to ask: why are these temporally sensi-
tive learning rules so ubiquitous in the central nervous system, why
so diverse, yet so specific, and why so preserved? Although evoking
the postsynaptic Na* spike via direct current injection may be less
than entirely natural, it seems to me a reasonable starting point
and an experimental scheme as good as any for the investigation
of temporal sensitivity. Nevertheless, as Robert Burns observed
over 200 years ago, proving foresight may be vain, and the best laid
schemes go often askew. We thus need to keep in mind that our
present interpretations may be overly influenced by fleeting fads
and ephemeral fashions in science, and may well turn out to be only
partially correct or even entirely erroneous in the future. Ultimately,
this is what Lisman and Spruston’s critique should remind us of
(Lisman and Spruston, 2005), and herein lies its strength. Indeed,
maybe STDP as a model of plasticity can be improved upon?
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In their recent Perspective Article, Lisman
and Spruston (2010) succinctly describe
the crucial shortcomings of spike-timing-
dependent plasticity (STDP) to serve as a
unifying principle of synaptic plasticity. In
particular, it is convincingly argued that
postsynaptic depolarization rather than a
somatic action potential (AP) is necessary
and sufficient for the explanation of most
results that have usually been interpreted
within the STDP framework. I would like
to add that we know even less about the
importance of single backpropagating APs
for synaptic plasticity in vivo.

Direct evidence for STDP in vivo is lim-
ited and suffers from the fact that the used
protocols significantly deviate, more often
than not, from the traditional pairing of
single pre- and postsynaptic spikes (Shulz
and Jacob, 2010). Thus, many studies use
long-lasting large-amplitude postsynaptic
potentials (PSP), and pairing usually involves
multiple postsynaptic spikes or high repeti-
tion rates. Our own experience from corti-
co-striatal synaptic plasticity experiments
indicates that classic STDP may be less effec-
tive in vivo than commonly expected (Schulz
et al,, 2010). A limited number of pairings
(60 times) of cortical PSPs with a single
current-induced postsynaptic AP at a slow
rate (every 5 s) resulted in smaller and much
more variable synaptic plastic changes than
in previous in vitro studies that used com-
parable protocols (Pawlak and Kerr, 2008;
Fino et al., 2010; Schulz et al., 2010). On the
other hand, we did find that regular somatic
AP discharge during the pre-post pairings
was necessary for any synaptic potentiation
and that the direction of induced plasticity
was crucially dependent on the relative tim-
ing of the synaptic inputs to the somatic AP
on a millisecond-timescale (Schulz et al.,

2010). This is strikingly different from pre-
vious in vitro studies that suggested that even
large current-induced subthreshold depo-
larizations are sufficient to induce synaptic
changes at the cortico-striatal synapse over
awider range of timing intervals (Fino et al.,
2009). These results demonstrate that one
has to be very careful with extrapolating from
in vitro results to the in vivo situation. Several
factors have to be taken into account.

First, most in vitro studies on STDP
use cell cultures or acute slices from young
animals, where neural circuits are natu-
rally more plastic than in the adult brain
(e.g., Meredith et al., 2003). While results
obtained from such preparation are impor-
tant for our understanding of developmen-
tal processes, their relevance to our concepts
of learning is less clear.

Second, the network state in vitro is
fundamentally different from the in vivo
situation. In acute slices in particular, back-
ground synaptic activity is almost absent.
Pairing of unitary PSPs with single postsy-
naptic APs is usually insufficient to induce
STDP under these conditions (Markram
et al., 1997; Kampa et al., 2006). Only if
large PSPs and/or bursts of postsynaptic
APs are evoked, that induce a dendritic cal-
cium spike, STDP will be observed. These
observations directly support Lisman
and Spruston when they argue that active
dendritic mechanisms of depolarization
like NMDA and Ca?** spikes may be more
relevant for synaptic plasticity than back-
propagating APs. In vivo, however, most
telencephalic neurons are in a high-con-
ductance state (Rudolph et al., 2005). In
this state, the input resistance is dramati-
cally decreased in soma and dendrites. At
the same time, active dendritic mechanisms
may become more readily available due
to the depolarized membrane potential.
Therefore, it is not trivial to predict how
this state will affect STDP. In the only study
so far, that simulated the high-conductance
state with the dynamic clamp technique
in vitro (Delgado and Desai, 2008), classic
STDP became a lot less effective and the
timing window was greatly reduced.

Third, natural inhibition is often phar-
macologically blocked in in vitro studies
on STDP. Yet, inhibition powerfully regu-
lates STDP: in the hippocampus, STD-
potentiation cannot be induced using single
postsynaptic spikes during the pairing in
slices from young adult mice; however,
STD-potentiation can be re-established
by either using postsynaptic spike bursts
or by blocking GABA-mediated inhibition
(Meredith et al., 2003). In the striatum,
blocking GABA-mediated inhibition results
in the reversal of the STDP-timing rule in
slices from juvenile rats (Fino et al., 2010).
We think that the reversed timing rule of the
narrower STDP-window that we observed
in the adult striatum in vivo may also be
a result of lateral inhibitory mechanisms
(Schulz et al., 2010).

A fourth factor is neuromodulation.
Neuromodulators like dopamine could
regulate when strong postsynaptic depo-
larization is capable of changing the weight
of active synapses and when not (Pawlak
and Kerr, 2008; Schulz et al., 2010). This
could be a result of the modulation of
intrinsic properties and synaptic trans-
mission; at the same time, neuromodu-
lators can also directly interact with the
biochemical pathways that mediate syn-
aptic plastic changes (Valjent et al., 2005).
Neuromodulatory regulation could be an
elegant solution to prevent regular read-
out of stored information, in the form of
somatic spiking, from altering the stored
information. In contrast, Lisman and
Spruston’s suggestion that dendritic spikes
could regulate synaptic plasticity without
being affected by regular read-out seems
improbable, since dendritic spikes are also
very likely to be an essential part of the
read-out process of information stored
in distal synapses (Rudolph et al., 2005;
Larkum et al., 2009).

In summary, it seems probable that syn-
aptic plasticity in the intact brain is gov-
erned by rules that are much more complex
than the traditional interpretation of STDP.
In my opinion, it should be of concern to
all those who model animal learning that,
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in general, studies using less physiological
conditions appear to be more success-
ful at reproducing classic STDP. Instead,
the defining postsynaptic event may vary
between simple postsynaptic depolariza-
tion, local dendritic spike, single back-
propagating APs and AP bursts, depending
on neuron type, developmental stage and
network state. As pointed out by Lisman
and Spruston, the precise timing between
pre- and postsynaptic events will remain
of crucial importance. However, it becomes
increasingly evident that the outcome will
not only depend on these but also of con-
verging inhibitory and neuromodulatory
inputs.
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It is amateurs who have one big bright beautiful idea that they
can never abandon. Professionals know that they have to pro-
duce theory after theory before they are likely to hit the jackpot.

-Francis Crick.

The term “spike timing dependent plasticity” (STDP) refers

Spike timing dependent plasticity (STDP) is a phenomenon in which the precise timing of spikes
affects the sign and magnitude of changes in synaptic strength. STDP is often interpreted
as the comprehensive learning rule for a synapse — the “first law” of synaptic plasticity. This
interpretation is made explicit in theoretical models in which the total plasticity produced by
complex spike patterns results from a superposition of the effects of all spike pairs. Although
such models are appealing for their simplicity, they can fail dramatically. For example, the
measured single-spike learning rule between hippocampal CA3 and CA1 pyramidal neurons
does not predict the existence of long-term potentiation one of the best-known forms of synaptic
plasticity. Layers of complexity have been added to the basic STDP model to repair predictive
failures, but they have been outstripped by experimental data. We propose an alternate first
law: neural activity triggers changes in key biochemical intermediates, which act as a more
direct trigger of plasticity mechanisms. One particularly successful model uses intracellular
calcium as the intermediate and can account for many observed properties of bidirectional
plasticity. In this formulation, STDP is not itself the basis for explaining other forms of plasticity,
but is instead a consequence of changes in the biochemical intermediate, calcium. Eventually
a mechanism-based framework for learning rules should include other messengers, discrete
change at individual synapses, spread of plasticity among neighboring synapses, and priming
of hidden processes that change a synapse’s susceptibility to future change. Mechanism-based
models provide a rich framework for the computational representation of synaptic plasticity.

Keywords: STDP, synaptic plasticity, mechanistic models, calcium, learning rules, long-term depression, long-
term potentiation

conditions. In this way the STDP curve is interpreted as a learning
rule that defines how a particular type of synapse participates in
information storage and ultimately brain circuit function.
Certainly the discovery of STDP represented a major advance
over previous means of inducing synaptic plasticity, which relied
on less controlled stimulation such as the delivery of strong

to the observation that the precise timing of spikes significantly
affects the sign and magnitude of synaptic plasticity (Bell et al.,
1997; Markram et al., 1997; Bi and Poo, 1998). For example, at
connections between mammalian pyramidal neurons (Markram
et al., 1997; Bi and Poo, 1998; Feldman, 2000; Nishiyama et al.,
20005 Sjostrom et al., 2001; Wittenberg and Wang, 2006) a pre-
synaptic spike preceding a postsynaptic spike within a narrow
time window leads to long-term potentiation (LTP); if the order
is reversed, long-term depression (LTD) results. In a common
experimental paradigm, presynaptic and postsynaptic spike pairs
are evoked repeatedly with a fixed time interval, At. This pairing
is repeated at low frequency and the resulting change in synaptic
response size is measured. Repeating this experiment for many
values of At gives the timing-dependence of plasticity. Such an
STDP curve is assumed to be useful for predicting the plasticity
that results when At is variable, e.g., for arbitrary trains of presy-
naptic and postsynaptic spikes that occur under less controlled

(tetanic) stimuli to entire presynaptic axon tracts. In contrast, the
minimal nature of STDP protocols carried with it two hopes: that
the activity patterns used were more realistic, and that the various
properties of synaptic plasticity could eventually be accounted
for by knowing the timing of all the spikes. This is realized in
theoretical models by assuming that cumulative plasticity is pre-
dicted by a simple superposition of spike pairs that repeatedly
sample the STDP curve (“linear STDP”) (Gerstner et al., 1996;
Kempter et al., 1999; Abbott and Nelson, 2000; Song et al., 2000;
van Rossum et al., 2000; Giitig et al., 2003; Izhikevich and Desai,
2003). In this sense STDP has been considered as a possible first
law of synaptic plasticity.

This appealingly simple viewpoint neglects the actual mecha-
nisms that change synaptic strength. Synaptic plasticity is induced
by a variety of receptor-generated second messengers, which in
turn activate kinases, phosphatases, and other downstream tar-
gets. A first-law view of STDP largely disregard these molecular
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and cellular mechanisms in favor of the view that the essential
character of synaptic plasticity can be separated from messy bio-
logical details.

In this article we review the considerable experimental evidence
that real learning rules occupy a parameter space of high dimen-
sionality that is not easily reduced or even approximated using spike
pairs alone. Such parameters as stimulation frequency or even the
total number of presynaptic and postsynaptic spikes have a large
influence on the sign and magnitude of net plasticity. In addi-
tion, major nonlinearities arise from the history of spike activity
on timescales longer than the width of the STDP curve as well as
the location and spatial pattern of synaptic activity on and across
neurons. Finally, on time scales of tens of minutes and shorter,
single synapses undergo plasticity in what appears to be a sudden
and all-or-none manner.

Can these and other nonlinearities be tamed without losing the
conceptual appeal of a rule-based approach? We suggest that this
complexity is naturally captured by models of synaptic plasticity
that are based on cellular mechanisms. Consideration of signaling
machinery allows the creation of a model that can be driven by
any activity pattern to mimic a variety of experimental induction
protocols, as well as natural activity patterns that occur in living
animals. We focus in particular on one messenger, calcium, that
can potentially account for much of the complexity seen in several
commonly studied forms of synaptic plasticity.

A BRIEF HISTORY OF PLASTICITY

The hypothesis that memory formation may correspond to changes
in the connections between neurons dates back to Konorski, (1948),
Hebb, (1949) and other work reviewed in Squire, (1987). In a strik-
ing early formulation, Hebb cited the functional notion of causality
by postulating that a presynaptic neuron that repeatedly drives a
postsynaptic neuron to fire should eventually cause the presynaptic
neuron to become more efficient in driving the postsynaptic neu-
ron. For this to occur, the presynaptic neuron would presumably
fire immediately before the postsynaptic neuron. Hebb’s rule has
profoundly influenced neuroscience and machine learning.

The discovery of long-term potentiation in the perforant path
input to the dentate gyrus of the hippocampus (Bliss and Gardner-
Medwin, 1973; Bliss and Lemo, 1973) provided the first experi-
mental evidence for synaptic plasticity. Now the most widely used
experimental model is a nearby type of synapse between pyrami-
dal neurons of hippocampal areas CA3 and CA1l. High-frequency
tetanic stimulation of CA3 axons, which drive postsynaptic CA1
neurons to fire, leads to long-term potentiation (LTP), an increase
in the synaptic response in CA1 to single stimuli (Figure 1A).

Subsequently Hebb’s postulate was extended to encompass LTD
asanecessary converse of LTP (Stent, 1973; Sejnowski, 1977). Based
on observations of the development and plasticity of visual cortex
(Wiesel and Hubel, 1963), Bienenstock, Cooper, and Munro (BCM)
theorized (Bienenstock etal., 1982) and several groups (Dudek and
Bear, 1992; Mulkey and Malenka, 1992) demonstrated experimen-
tally that if a presynaptic neuron drives a postsynaptic neuron only
weakly, LTD of the active synapses (homosynaptic LTD) would
occur. These results are consistent with the bidirectional “BCM
rule” in which the direction and magnitude of plasticity depends
on a postsynaptic activity variable (Figure 1A).

Empirical search revealed that LTP was robustly induced with
1-s-long stimuli (high-frequency tetanus, 100 Hz), while LTD
required 15 min of stimulation (low-frequency, 1 Hz; Figure 1A).
Pairing low-frequency presynaptic stimulation with postsynaptic
depolarization (to 0 mV for LTP, to —30 mV for L'TD) was also found
to elicit these phenomena robustly in voltage-clamp experiments
(Figure 1B), suggesting that the strength of postsynaptic activation
determines the sign of plasticity (Artola et al., 1990; Ngezahayo
et al., 2000). These protocols were not physiologically realistic,
but they did enable detailed studies of molecular mechanisms of
inducing, expressing and maintaining synaptic plasticity. Another
thread of research was the exploration of naturalistic-seeming
patterns of neural activity. It was found that a necessary part of
LTP induction at CA3—CA1 synapses was bursts of stimulation
at intervals corresponding approximately to the theta frequency
(Figure 1C; Rose and Dunwiddie, 1986; Larson and Lynch, 1988),
which occurs in vivo in the hippocampus during active behavior
and REM sleep. However, in neither thread of work was spiking in
the postsynaptic neuron controlled or measured (though see Levy
and Steward, 1983).

At the time, computational neuroscience was oriented toward
connectionist-inspired learning models in which a neuron’s activ-
ity was described by a continuously varying firing rate (Wilson
and Cowan, 1973; Sejnowski, 1977; Bienenstock et al., 1982;
Oja, 1982; Hopfield, 1984; Rumelhart and McClelland, 1987)
with very little work considering the timing of discrete spikes.
Currently much of the attention has shifted to computational
models with spiking neurons in which spike timing might actu-
ally carry information, or where computations are too quick for
obtaining good rate estimates (Hopfield, 1995; Amit and Brunel,
1997; Gerstner and Kistler, 2002). This shift to spiking mod-
els has intensified considerably following the demonstration of
STDP (Figure 1D). Spike timing-dependence has since become
a foundation on which both theorists and experimentalists seek
to build a general understanding of synaptic change, learning,
and memory recall.

STDP AS THE “FIRST LAW” OF SYNAPTIC PLASTICITY?

The discovery of diverse forms of timing-dependent plasticity at dif-
ferent synapses generated excitement because it appeared that such
learning rules reflected different information processing and stor-
age needs depending on the particular neural circuit (Figure 2A).
These timing-dependent rules are sometimes interpreted as kernels,
timing-dependent functions that can predict other properties of
synaptic plasticity simply by a superposition of the effects of all
pre/post spike pairs. A large body of theoretical work now models
plasticity in such a manner (Kempter et al., 1999; Song et al., 2000;
van Rossum et al., 2000; Rao and Sejnowski, 2001; Giitig et al.,
2003; Izhikevich and Desai, 2003; Cassenaer and Laurent, 2007;
Fiete et al., 2010). In this simplifying approach STDP is viewed as
the “first law” of synaptic plasticity.

A first-law use of plasticity curves induced by pairs of spikes
requires one to assume a strong form of linearity. Timing-dependent
learning curves as shown in Figure 1D are typically measured by
giving of order 100 pairs of spikes. Computational models assume
that one pair of spikes evokes of order 1/100th the amount of plas-
ticity seen in the curve (Figure 2A). The result of all induction
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FIGURE 1 | Classical induction protocols for synaptic plasticity. (A) Changing
the stimulation frequency of robust extracellular stimulation affects the sign and
magnitude of synaptic plasticity. Left: high-frequency stimulation results in LTP
whereas low-frequency stimulation produces LTD. Right: frequency vs. plasticity
curve (from O'Connor et al., 2005a). (B) Low-frequency stimulation paired with
voltage clamping of the postsynaptic cell can also result in LTP or LTD depending
on the postsynaptic voltage. Left: moderate depolarization produces LTD where
as large depolarization produces LTP Right: depolarization vs. plasticity curve
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(from Ngezahayo et al., 2000). (C) Theta-burst stimulation tries to mimic more
naturalistic conditions. In the hippocampus of awake behaving animals there is a
strong theta-frequency oscillation (right). Left: In a theta-burst induction protocol,
short high-frequency bursts are delivered each 200 ms, or at a frequency of 5 Hz,
within the theta range (from Hirase et al., 1999). (D) STDP protocols are induced
by precisely stimulating the presynaptic afferents at a specific time (At) before or
after a postsynaptic spike. Right: The precise At determines the sign and
magnitude of synaptic plasticity (from Bi and Poo, 1998).
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protocols, including pre-STDP-era experiments, is then calculated
by summing the impact of all spike pairs produced during induc-
tion (Figure 2B, red line segments).

Such an approach has been successfully applied to certain sys-
tems such as barrel cortex (for instance see Feldman, 2000; Allen
et al., 2003; Feldman and Brecht, 2005). To account for further
complexity, from this starting point an ever more intricate series
of computational models has grown.

ALL PAIRS ARE EQUAL

The simplest and most common assumption is that all spike pairs
count equally (Kempter et al., 1999; Song et al., 2000). Each spike
pair has a given At associated with it, the time between the presy-
naptic and postsynaptic spike in the pair (Figure 2B, top). Using

the kernel for that synapse, each At translates into a change in syn-
aptic weight (Aw), and the total synaptic weight change is simply
the linear sum of all the changes. Mathematically, this is done by
convolving the STDP kernel with the cross-correlation function
between the presynaptic and postsynaptic neuron.

NEAREST NEIGHBOR TAKES ALL

An alternative to counting all spike pairs in two complex trains
is to count only plasticity arising from neighboring spike pairs
(Izhikevich and Desai, 2003) (Figure 2B, bottom). This rule
requires a definition of neighbor pairs, for instance counting the
nearest postsynaptic spike to each presynaptic spike (Figure 2B,
green lines). Alternatively, one could start from each postsynaptic
spike, leading to a different set of spike pairs. A generalization of

FIGURE 2 | Spike timing dependent plasticity as the first law of synaptic
plasticity. (A) Measurements of synaptic plasticity for protocols in which
presynaptic and postsynaptic action potentials are repeatedly separated in time
by an interval At,are made to construct an STDP “kernel” (see STDP as the “first
law" of synaptic plasticity? for definition) for a given synapse type. Kernel shapes
have been taken to be synapse-specific representations of learning rules (for
review see Abbott and Nelson, 2000; Wittenberg and \Wang, 2006). (B) lllustration
of two common methods for using STDP kernels to predict plasticity from an
epoch of neural activity. Left: contributions to plasticity from all pairwise
combinations of presynaptic and postsynaptic spikes are included. Right: Only

A B
AW AW All spike pairs
Atij Atij Pre (tj) | | |
P o
ostl) 700 200ms
AW AW
Neighbor spike pairs
At At | L
Pre (tj) \ \
| [
Postt) T 700 200ms
C
70-100 spike pairings 70-100 burst pairings, 5 Hz 20-30 burst pairings, 5 Hz
At At At
Pre _L_ Pre 1. Pre _IL Pre 1. Pre Il Pre 1.
Post 1L — Post —L Post 1 — Post L Post 1L — Post L
£ 2 £ 2 5 £ 2
2 00.1-0.5 Hz 2 : 4 2
o ®5Hz o o &
®1.51 ©15 ©15
N N ! g Mo
§ 1 .+ .¢ + Py g 1 4 4 + J.l § 1 + JA ;\Y\ +
5 | ey o AN T 3 P
: v :
o ¢ 0 Le o
>0 E] b 2 ¢ ¢ =
50.5 4 50.5 LI 50.5
O] (O] (0]
X -80-40 0 40 80 X -80 40 0 40 80 X 80 -40 0 40 80
At (ms) At (ms) At (ms)

nearest neighbor spike pairs are included. (C) Experiments have demonstrated
that very different kernels can be measured at a single synapse. Left: At the
CA3-CA1 synapse pairing single presynaptic and postsynaptic action potentials
leads to an LTD-only rule. Based on the linear STDP model illustrated in (A,B), no
spike pattern would ever result in LTP Middle: By adding a second postsynaptic
action potential, LTP can be induced. This is not predicted by linear STDP. Dashed
vertical line corresponds to the time of the first postsynaptic action potential.
Right: By decreasing the number of pairings to 20-30, the depression window
disappears and an LTP-only kernel is measured. From such a kernel, the existence
of LTD would not be predicted. Data from Wittenberg and \Wang (2006).
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“nearest neighbor takes all” is “nearest neighbor takes more,” in
which a discount function is used to weight near spike pairs more
heavily than distant spike pairs (Froemke and Dan, 2002). Such
a spike suppression model adds some physiological plausibility,
and additional degrees of freedom for fitting, and consequently
an improved fit to data.

ADDITIVE VS. MULTIPLICATIVE PLASTICITY

Another move toward realism is the replacement of additive plastic-
ity with a multiplicative rule (van Rossum et al., 2000; Giitig et al.,
2003). LTP and LTD are known to saturate. In an additive model
spike pairs contribute until an upper or lower bound is reached.
In a multiplicative model the magnitude of change depends on the
current synaptic weight, with diminishing contributions as syn-
aptic weight approaches the upper or lower limit. This provides a
smoother form of saturation.

EVIDENCE AGAINST STDP AS A FIRST LAW

A variety of ways in which experiments can deviate from a kernel-
style approach can be seen in an applet http://nba.uth.tmc.edu/
homepage/shouval/applets/v1/applet02.htm that explores the
ensuing predictions. This applet allows the reader to choose a kernel
as well as frequency and other parameters. In addition, a rich body
of experimental work, starting before the discovery of STDP and
continuing after it, can be used to test kernel-based superposition
models for inconsistencies.

LOW-FREQUENCY STIMULATION INDUCES CAUSAL LTD

The first quandary, recognized almost immediately, is the need to
explain why low-frequency stimulation of CA3 presynaptic axons
results in CA3—CA1l LTD. An STDP kernel with equal-duration
timing windows for potentiation and depression suggests two
scenarios, neither of which predicts LTD: (1) Presynaptic stimu-
lation drives postsynaptic firing, in which case the timing is in
the causal direction and should result in LTP. (2) The presynaptic
stimulation does not drive postsynaptic firing, which should result
in no plasticity.

In one suggested repair to the model, it was noted that if the
postsynaptic neuron fired spontaneously and randomly, and the
STDP depression window was larger in area than the potentiation
window, LTD would result (Kempter et al., 1999; Song et al., 2000).
However, this hypothesis is directly falsified by recordings of the
postsynaptic neuron during low-frequency (1 Hz) stimulation of
CA3-CA1 synapses in the classical protocol (Dudek and Bear, 1992;
Mulkey and Malenka, 1992). Under this condition, all evoked post-
synaptic action potentials occurred within 25 ms after presynaptic
stimulation yet resulted in LTD (Wittenberg and Wang, 2006). In
fact, pairing single presynaptic and postsynaptic action potentials
led to an LTD-only STDP kernel (Pike et al., 1999; Wittenberg and
Wang, 2006; Figure 2C, left). Such a kernel can never generate
LTP by superposition'. Considering that much of what is known
about LTP arises from studies of CA3—CA1 synapses, this finding
presents a major roadblock to the general applicability of STDP
as a first law.

'http://nba.uth.tmc.edu/homepage/shouval/applets/v1/applet02.htm

HIGH-FREQUENCY STIMULATION INDUCES ANTI-CAUSAL LTP

Similarly, starting from an entirely negative STDP kernel, increasing
the presynaptic frequency cannot convert LTD to LTP. This problem
dates back to the first observations of STDP. Markram et al. (1997)
showed in neocortical synapses that causal pairings with Ar= 10 ms
led to LTP-only when pairing was done at frequencies above 10 Hz.
Conversely, Sjostrom et al. (2001) additionally showed that at high
enough frequencies the timing-dependent rule becomes LTP-only,
i.e., both positive and negative timings produce LTP. Thus plasticity
for a particular timing can adopt positive or negative sign depend-
ing on pairing frequency.

NONLINEAR INTERACTIONS AMONG POSTSYNAPTIC ACTION
POTENTIALS

At CA3—CA1 synapses, several additional mechanisms have been
observed to convert causal timing-dependent LTD to causal timing-
dependent LTP at CA3—CA1 synapses. The first of these is a firing
burst (Pike etal., 1999) or even a pair of spikes (Wittenberg and Wang,
2006) in the postsynaptic neuron, both of which lead to LTP where
single spikes lead to LTD. Thus the contribution to plasticity of post-
synaptic spikes is affected quite strongly by their arrival in bursts.

NONLINEARITIES IN PLASTICITY ACCUMULATION

Plasticity also accumulates in a nonlinear fashion with respect to the
number of pairings (Dudek and Bear, 1992; Yang et al., 1999; Mizuno
et al., 2001). At CA3—CA1 synapses, under conditions that allow
LTP — pairing presynaptic action potentials with postsynaptic bursts
—an LTP-only rule emerges after 10 pairings, but a bidirectional rule
requires 100 pairings (Wittenberg and Wang, 2006). Thus plasticity
must accumulate as a nonlinear function of the number of stimuli,
with depression accumulating more slowly than potentiation.

INFLUENCE OF ACTIVITY ON LONGER TIMESCALES

Finally, neural activity can influence later plasticity for seconds and
minutes significantly longer than the STDP window. It has long been
understood that neural activity that does not trigger measurable plas-
ticity may have a profound influence on the effects of subsequent neu-
ral activity on in synapse strength. A classic example is priming. Rose
and Dunwiddie (1986) demonstrated that LTP could be induced with
as few as four stimuli to the CA3 pathway, so long as the stimuli were
preceded 170 ms earlier by a single priming stimulus. A single burst
of five stimuli at 100 Hz without the priming pulse failed to generate
plasticity. None of the variations of STDP models described above
can explain this primed-burst potentiation. Other work supports the
interpretation that activity on this longer timescale is a requirement
for LTP (Larson and Lynch, 1988).

In summary, the concept of STDP as the first law of synaptic
plasticity is inconsistent with a large body of prior and subsequent
existing work. Many parameters other than spike timing have a
great enough influence on synaptic plasticity as to generate timing-
dependent rules that are either LTD-only or LTP-only, even at the
same synapse (Figure 2C).

ATTEMPTS TO RESCUE LINEAR STDP

Although linear superposition of STDP kernels fails, it has still been
used as a starting point for making corrections or arguments. Such
corrections have met with limited success.
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Spike suppression models (Froemke and Dan, 2002; Froemke
et al., 2006) were constructed to account for the failure of lin-
ear superposition of spike pairs to account for spike triplets and
quadruplets in experiments in visual cortex. Although this model
does improve fits to data in neocortical slices, it cannot account
for the qualitative failures we have described. In particular, if low-
frequency pairings lead to a depression-only rule (Markram et al.,
1997; Sjostrom et al., 2001; Wittenberg and Wang, 2006), the spike
suppression model does not explain the emergence of LTP when
the pairing frequency is increased or when bursts of postsynaptic
spikes are used.

In the case of hippocampal cultures (Wang et al., 2005), results
measured using spike triplets have led to a further correction to
the linear STDP model. The spike suppression model accounts
for the fact that a pre-post-pre spike sequence produces LTP, but
not the fact that a post-pre-post sequence can do the same. The
patch to the model is an additional rule in which LTP wins over
LTDif LTP is triggered first. The generalization of this rule to more
complex spike patterns with multiple presynaptic and postsynaptic
spikes, resulting in interleaved LTP and LTD epochs, is unclear. A
related, more rigorous approach includes higher-order multispike
kernels (Pfister and Gerstner, 2006), which by virtue of having more
parameters can account for more of the variance in a data set. The
multispike kernel method has been separately applied to hippoc-
ampal culture data (Wang et al.,2005) and to some neocortical data
(Sjostrom et al., 2001) but has not been applied, to our knowledge,
to triplet and quadruplet data in visual cortical slices (Froemke
and Dan, 2002) or to data from hippocampal slices (Nishiyama
et al., 2000; Wittenberg and Wang, 2006). This approach requires
a new fit for every system, and constitutes a descriptive approach
for summarizing the findings at a particular synapse. Also, several
problems —nonlinear accumulation and long-timescale effects such
as priming — remain unexplained. More rules could undoubtedly
be created.

At this point, the initial appeal of the STDP concept has started
to dim. The intricacy of the approach is starting to resemble the
tax code of a developed country. Does another framework exist in
which rules for plasticity arise more naturally?

THE MECHANISTIC ALTERNATIVE: A BIOCHEMICAL
MESSENGER-BASED MODEL

Here we present an approach based on known biochemical interme-
diates in the induction of plasticity. In this approach, a mechanistic
model is constructed by converting known biological mechanisms
to assumptions that are formulated mathematically. These assump-
tions constitute a model that can be simulated or analyzed under
different conditions. The model is constrained by matching the
output of the model to experimental results.

As an example we present the calcium-dependent plasticity
model (CaDP) of (Shouval et al., 2002). The CaDP model can
explain several observed experimental nonlinearities and can be
easily modified by adding components that may account for fur-
ther experimental observations. Such a model can also be used to
simulate various slice plasticity protocols (Shouval et al., 2002; Cai
etal.,2007) and receptive field plasticity in vivo (Yeung et al., 2004;
Yu et al., 2008). Here we focus on STDP-style experiments that are
hard to explain by linear superposition models.

The CaDP model is based on three key assumptions.

(1) Calcium elevation in spines determines the sign, magnitude

and rate of synaptic plasticity. A moderate elevation in cal-
cium results in LTD whereas a large elevation in calcium
levels results in long-term potentiation (LTP) (Figure 3A,
left). We also assume that the rate of plasticity is a mono-
tonically increasing function of calcium, m (Figure 3A,
middle).
The calcium assumption is based on experimental evidence
(Cummings et al., 1996; Yang et al., 1999) and has been pre-
viously suggested in models of calcium-dependent kinase-
phosphatase systems in postsynaptic spines (Lisman, 1989).
Mathematically it is described by the equation:

dw,

o= N(Cal)(Q([Cal) ~ 2w,

where w, is the synaptic efficacy of synapse i, [Ca]. is
the calcium concentration at synapse i, and A is a decay
time constant. The functions Q and n (Shouval et al,,
2002) determine the sign and rate of synaptic plasticity
and are depicted in Figure 3A. Q is a function of calcium
concentration and is defined by two thresholds 6, and 8
(Figure 3A) that control the sign and magnitude of synap-
tic plasticity.

(2) The source of calcium is influx through NMDA receptors
which pass calcium and are gated by both glutamate and
voltage. NMDA receptors can therefore report the coin-
cidence of presynaptically released glutamate and postsy-
naptic depolarization by allowing calcium into a dendritic
spine. NMDA receptors are relatively slow-gating receptors,
with time constants in the range of 50-200 ms, a scale com-
parable to time windows for timing-dependent plasticity.

(3) Back-propagating action potentials (BPAP) in the postsynap-
tic neuron leave a lingering post-action potential current in
the dendrite. The BPAP is the source of depolarization. The
assumption of a lingering tail is necessary in order to explain
a time window for LTD when the postsynaptic spike precedes
the presynaptic spike.

The results of this model depend on a variety of parameter
assumptions. Although we will focus on accounting for CA3-CA1
plasticity rules, parameters can be adjusted to account for plasticity
properties at other synapses.

TWO TIMING WINDOWS FOR LTD

In Figure 3B we show induction of STDP with the CaDP model.
The functions for Q, 1, and the voltage response of the back-
propagating action potential are depicted in Figure 3A, and the
NMDA receptor conductance for calcium ions (G,,,,,) is set at
an appropriate value. These assumptions produce a three-peaked
learning rule (Figure 3B): post-pre LTD, pre-post LTP, and pre-post
LTD atlarger values of At. This second LTD window is seen at some
synapses (Nishiyama et al., 2000; Woodin et al., 2003; Wittenberg
and Wang, 2006) whereas it is absent or less prominent in neocorti-
cal synapses examined to date.
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FIGURE 3 | The CaDP model can account for various forms of spike timing | 7D threshold is 6, = 0.35 and the LTP threshold is 8, = 0.55. The LTD region is
dependent plasticity. (A) The key functions controlling the CaDP model. Left: indicated by the gray shading. Right: the complete STDP curve, which exhibits,
The Q function controls the sign and magnitude of calcium-dependent synaptic post-pre LTD, pre-post LTP and also pre-post LTD. (C) The same as (B) but with
plasticity, the gray shading marks the LTD region. Center: the n function controls Gyyupn = 1/600 (UM/mV). Here all values of At produce LTD. (D) The same as (C)
the calcium-dependent rate of plasticity. Right: the shape of the back- but with two postsynaptic spikes. The timing of the two postsynaptic spikes is
propagating action potential with its long tail current. (B) The results of an STDP indicated by the vertical lines, and the time between the two post spikes is
induction protocol, simulating the CaDP model with G, = 1/420 (uM/mV). 10 ms. Here we get a complete STDP curve with one LTP window and two
Left: the calcium transients for baseline, At = -10 ms, 0 ms and 30 ms. Here the LTD windows.
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If the NMDA conductance is reduced by 30%, single postsynaptic
spikes nolonger produce LTP atlow pairing frequencies (Figure 3C).
Now if a burst of two postsynaptic spikes or more is paired with
each presynaptic spike, a three-peaked timing-dependent plasticity
curve again results (Figure 3D). This rule resembles the triphasic
rule that is possible at CA3—CA1 synapses (Nishiyama et al., 2000;
Wittenbergand Wang, 2006). This is illustrated in the CaDP applet
available at: http://nba.uth.tmc.edu/homepage/shouval/applets/v1/
applet01.htm. Other proposed mechanistic models also generate
a second LTD window (Kitajima and Hara, 2000; Abarbanel et al.,
2002; Karmarkar et al., 2002).

Yet neocortical synapses have multiple mechanisms for LTD
including metabotropic glutamate receptor or cannabinoid
receptor-dependent signaling (van Rossum et al., 2000; Sjostrom
etal.,2003; Bender et al., 2006) but lack a prominent second LTD
window. Biochemical veto mechanisms have been proposed that
can overrule the second LTD window in neocortical synapses
(Rubin et al., 2005) but allow it to be expressed at CA3—CA1l
synapses. A difference could also be based on biological hetero-
geneity, for instance the relative abundance of calcium release
in CAl neurons compared with neocortical pyramidal neurons
(Nakamura et al., 2000). Finally, stochastic properties of synaptic
transmission in conjunction with the CaDP model may signifi-
cantly reduce the magnitude of the second LTD window (Shouval
and Kalantzis, 2005).

FREQUENCY-DEPENDENCE OF LTP INDUCTION BY POSTSYNAPTIC
SPIKES AND BURSTS

In neocortical synapses, LTP results from single postsynap-
tic spikes at high pairing frequencies, but not at low pairing
frequencies (Markram et al., 1997; Sjostrom et al., 2001).
At high enough frequencies LTD is eliminated entirely. This
frequency-dependence is qualitatively consistent with results
at CA3—CA1 synapses (Wittenberg and Wang, 2006). Such a
transition from bidirectionality to all-LTP falls naturally from
the function Q.

In this simple example we have not included the effects of short-
term synaptic dynamics (Tsodyks et al., 1998). In models, short-
term facilitation and depression can alter the frequency-dependence
of plasticity (Cai et al., 2007) and may account for properties of
the plasticity induced by multi-spike protocols (Froemke and Dan,
2002; Wang et al., 2005).

FUTURE DIRECTIONS: MOVING TOWARDS A
COMPREHENSIVE LEARNING RULE

Models that are based on biophysical mechanisms show prom-
ise in capturing the fullness of real learning rules. The simple
CaDP model described here can account for a number of key
aspects of the observed malleability of STDP. In this final section
we survey some salient experimental observations that suggest
ways in which the CaDP model could be amended and improved.
Incorporation of additional mechanism-based rules can move
modeling efficiently toward a more complete representation of
synaptic learning rules. The point of view of modeling biophysi-
cal mechanisms goes beyond calcium: in synapses where other
second messengers drive plasticity (Huang et al., 1994; Salin et al.,
1996), calcium is not the appropriate target for modeling. Finally,

although parsimony argues against adding all the mechanisms
described at once, one or more mechanisms could be incorporated
for a particular need.

Additional mechanisms that may influence learning rules fall into
three broad categories: (a) additional properties of calcium signaling
and other messengers, which may influence the dependence of plas-
ticity on temporal activity on time scales of seconds; (b) dendritic
excitation and other locally spreading signals, which may influence
the dependence of plasticity on the spatial location and pattern of
synaptic input; and (c) additional properties of plasticity such as
saturable, binary, and irreversible changes in synaptic strength, which
may contribute to very long time scale rules, such as metaplasticity.
We describe some of these mechanisms and their consequences.

CALCIUM AND OTHER MESSENGERS

Additional sources of calcium may shape timing-dependence
Although the existing CaDP model assumes that calcium rises
only from NMDA receptor opening, calcium may be elevated by
calcium-permeable AMPA receptors, voltage-gated calcium chan-
nels, and calcium release from internal stores (Higley and Sabatini,
2008). Each of these sources is known to contribute to the induc-
tion of synaptic plasticity, and may shape the rule. For exam-
ple, calcium entry through AMPA receptors would be relatively
timing-independent and therefore broaden timing windows for
plasticity. At cerebellar parallel fiber-Purkinje cell synapses timing-
dependence of LTD (Wanget al.,2000a; Safo and Regehr, 2008) may
arise from the properties of calcium release driven by the second
messenger IP, (Sarkisov and Wang, 2008).

Calcium buffering and release suggest longer timescale rules
Synaptic plasticity is regulated by activity on time scales longer than
the width of measured STDP kernels. In this regard it is interesting
to note that calcium signals are buffered and therefore attenuated
by intracellular binding molecules. Some of these molecules are
proteins such as calbindin and parvalbumin, which have binding
kinetics on the order of 0.1-1 s and saturate at moderate levels
of calcium. They are found in hippocampal CA1 pyramidal neu-
rons, cerebellar Purkinje neurons, and many interneurons. A high-
frequency pairing requirement for LTP could arise from saturation
of buffer proteins. Accumulated calcium also could trigger further
calcium release, again leading to a dependence on long time scales.
For example, in primed-burst LTP, in which LTP induction depends
on activity at the 5 Hz theta frequency at the CA3—CALl synapse
(Rose and Dunwiddie, 1986; Larson and Lynch, 1988; Wittenberg
and Wang, 2006) calcium accumulated during the priming activity
might saturate buffers or enhance calcium-induced calcium release
during the subsequent burst (Schiegg et al., 1995).

Intermediate messengers beyond calcium

Measured calcium dynamics alone are insufficient to account for
the direction of synaptic plasticity in the basal dendrites of layer
2/3 pyramidal neurons of the somatosensory cortex (Schultz,
2002; Nevian and Sakmann, 2006). This finding suggests that flu-
orescence measurements may not capture the key variables that
predict plasticity, such as fine spatial and temporal calcium dynam-
ics, or because messengers apart from calcium play a significant
role. Indeed, calcium entry through voltage-gated channels may
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be needed for plasticity in the absence of a measurable calcium
signal (Yasuda et al., 2003). Additionally, some signal transduction
pathways activated during plasticity might depend on other mes-
sengers such as cAMP (Huang et al., 1994; Salin et al., 1996) and
endocannabinoids (Safo and Regehr, 2008).

Spike timing dependent plasticity is also modulated by neu-
romodulatory neurotransmitters. Recently Seol et al. (2007) have
shown that in slices of visual cortex, B-adrenergic receptors are
necessary for inducing spike timing dependent LTP and mus-
carinic (M1) receptors are essential for inducing LTD, results that
are consistent with in vivo observations. Neuromodulation may
translate behavioral state into a capacity for change: for instance,
dopamine may act as a reward signal to drive reinforcement learn-
ing (Schultz, 2002). Dopamine is capable of subsecond dynam-
ics (Gonon, 1997) providing a substrate for rapid regulation of
learning rules (Pawlak and Kerr, 2008). Such effects may be mod-
eled by including messenger molecules such as cyclic AMP, or
perhaps simply the neurotransmitters themselves. Recent obser-
vations have shown that in cultured synapses, dopamine acting
through D1 receptors can convert an antisymmetric STDP rule
to a potentiation-only rule with broad timing-dependence that
spans both sides of the zero timing condition (Zhang et al., 2009).
Such a phenomenon is consistent with enhancements in dendritic
excitability, NMDA receptor function, or other calcium signaling
or detection machinery.

LOCALLY SPREADING SIGNALS

Dendritic excitability suggests dependence on local spatial and
temporal activity patterns

In spike pair-generated plasticity, the sign and amount of change is
known to depend on the dendritic location of the synapse (Froemke
et al., 2005). Thus even in a simple case, dendrites are electrically
inhomogeneous. In addition, dendrites showa rich range of excitable
properties (Sjostrom et al., 2008). Dendritic spikes are commonly
evoked by sufficiently dense excitation to activate voltage-gated
channels (Miyakawa et al., 1992; Wang et al., 2000a) (Larkum and
Nevian, 2008; Sjostrom et al., 2008) or NMDA receptors them-
selves (Schiller and Schiller, 2001; Major et al., 2008). Consequently,
plasticity can be evoked via local dendritic spikes independent of
somatic firing (Hartell, 1996; Golding et al., 2002).

Such observations can naturally be incorporated into CaDP
models as upstream steps that regulate the amount of calcium
entry. This requires modeling of active dendritic conductances,
or identification of rules that map cellular activity to patterns
of change in dendritic voltage. Such models should be able to
account for the properties of plasticity driven by dendritic spikes
(Larkum and Nevian, 2008; Sjostrom et al., 2008). Dendritic exci-
tation may also account for locally spreading heterosynaptic LTP
and LTD, in which synaptic activity can cause plasticity at near
(Johnston et al., 2003) by synapses (Engert and Bonhoeffer, 1997;
Wang et al., 2000Db).

Spreading signals and local priming in dendrites

Signaling molecules may spread from active to inactive synapses.
Svoboda and colleagues (Yasuda et al., 2006; Harvey and Svoboda,
2007; Zhong et al., 2009) have demonstrated that activity at one
synapse on a CAl neuron can increase the sensitivity of that synapse

to further change without inducing plasticity. This effect lasts
approximately 10 min and requires the phosphorylation of Ras,
a calcium-dependent G protein that regulates MAP kinase. They
also demonstrated that the priming effect can spread about 10 p,
thereby sensitizing neighboring spines to an induction stimulus
that would otherwise not lead to plasticity.

Such spreading signals are not limited to synaptic plasticity, nor
are they always local. An old phenomenon somewhat unappreci-
ated in models is the fact that the induction of plasticity is typically
accompanied by changes in the excitability of the postsynaptic neu-
ron. It has also been shown that activity can lead to local changes in
dendritic excitability on a scale of microns (Johnston et al., 2003;
Sjostrom et al., 2008) comprising a form of information storage
(Narayanan and Johnston, 2007).

These complexities suggest that molecular mechanisms of
plasticity may account for priming on a location and proximity-
dependent basis. In one attractive hypothesis, co-activation of
nearby inputs on an excitable dendrite could serve to drive plas-
ticity in a group of synapses. In this scenario, functionally related
inputs could become clustered if the plasticity signal drives LTP
(Mehta, 2004; Larkum and Nevian, 2008). Conversely, LTD driven
by large calcium signals, which occurs at parallel fiber-Purkinje cell
synapses, might lead to repulsion of related inputs from one another
and thus sparse mapping on the dendritic arbor.

SATURABLE, BINARY, AND IRREVERSIBLE CHANGES IN

SYNAPTIC STRENGTH

Binary and saturable synapses

The CaDP model described here produces graded synaptic
weights. However, the induction of plasticity appears experi-
mentally to be sudden and discrete, and possibly even a two-state
system of binary strength (Petersen et al., 1998; O’Connor et al.,
2005b). Several models have taken the observations of discrete
plasticity states into account (Abarbanel et al., 2005; Graupner
and Brunel, 2007; Clopath et al., 2008). Possible substrates for
discrete states include CaMKII autophosphorylation (Lisman
and Zhabotinsky, 2001) and other maintenance mechanisms are
also likely to form discrete states (Aslam et al., 2009). Such binary
changes have been observed on time scales of tens of minutes;
on longer time scales, the levels of such states could change.
For instance, the “high” state could be defined by the number
of slots for AMPA receptor insertion (McCormack et al., 2006),
which could change via metaplastic and homeostatic mechanisms
(Rioult-Pedotti et al., 2007).

Metaplasticity

Stepwise, saturable change in synaptic strength has two conse-
quences. First, the saturation of plasticity suggests that even for a
fixed rule for mapping calcium to plasticity, the measured learning
rule will depend on the initial synaptic strength. This can account
for the finding that after saturation of LTD, a potentiation-only
learning rule results, and vice versa, a simple form of change in a
learning rule over time, or metaplasticity (O’Connor et al., 2005a).
Second, when the number of active synapses is small, as occurs
between pairs of neurons, the amount and sign of plasticity can vary
considerably based on counting statistics alone. Saturable change at
individual terminals could even account for the observation that a
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given amplitude of calcium transient can evoke either LTP or LTD
(Nevian and Sakmann, 2006) without revoking assumption (1) of
the CaDP model.

For both Hebbian rate-based learning rules and linear STDP-
based rules, runaway synaptic plasticity can occur (Bienenstock
et al., 1982; Oja, 1982). The problem is not solved by imposing
upper and lower bounds on synaptic weights, since synaptic weights
can still saturate, leading to nonselective cells that respond equally
to many input patterns. This problem of linear STDP models is
associated with causality, which tends to result in presynaptic neu-
rons firing slightly before postsynaptic neurons, and thus producing
LTP. Therefore, synaptic saturation observed in linear STDP can be
addressed by using an STDP kernel with slightly more LTD than
LTP (Kempter et al., 1999; Song et al., 2000).

Mechanistic models, which try to account for system level phe-
nomena, like rate-based models, require stabilization mechanisms
(Yeung et al., 2004; Yu et al., 2008; Clopath et al., 2010). It has been
suggested that synaptic scaling (Turrigiano etal., 1998) might result
in overall homeostatic change that reduces change in total synaptic
strength on a neuron, which can prevent runaway plasticity.

Such stabilization mechanisms seem related to metaplasticity
observed experimentally (Abraham and Bear, 1996). Metaplasticity
is at times used as a catch-all term for changes in learning rule. It
is feasible that metaplasticity and synaptic scaling (Yeung et al.,
2004) may arise naturally from cellular mechanisms that have a
stabilizing influence. Synaptic plasticity models should therefore
incorporate biophysical implementations of stabilization mecha-
nisms for comparison to experiment.

Irreversible locking-in of plasticity

Experimentally, LTP is not the same on all time scales. For example,
the late phase of LTP (L-LTP) has elements of consolidation, lasting
for hours or longer, and requires protein synthesis and stronger activa-
tion than most LTP induction protocols (Frey et al., 1993). On shorter
time scales, a related phenomenon, is the irreversibility of LTP under
stimulation conditions more intense than the minimum needed to
induce potentiation (Stdubli and Chun, 1996; O’Connor etal.,2005a).
Such a “lock-in” (O’Connor et al., 2005a) concept has been modeled
using deeper levels of plasticity (Stiubli and Chun, 1996; Fusi et al.,
2005; O’Connor et al., 2005b). This approach has not yet been com-
bined with spike timing-dependent models of learning.

EPILOGUE

This review has focused on bringing a directed dose of mechanistic
complexity to theoretical models, moving beyond the initial notion
that STDP is essentially a first law of synaptic plasticity. We advo-
cate the use of simple biophysical models of plasticity that can be
constrained both by the realism of their mechanistic assumptions
and by comparison with experiment.

Although the high dimensionality of the parameter space govern-
ing synaptic plasticity appears daunting (Figure 4), new approaches
may be helpful. At present, sampling this parameter space typically
requires monitoring the electrophysiological response of one post-
synaptic cell for up to an hour. Simultaneous patching of multiple
neurons can increase the number of experiments which can be
performed in parallel, but this approach is not scalable. However,
technologies such as patterned and spatially resolved uncaging
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FIGURE 4 | Spike timing is merely one dimension in the high-
dimensional synaptic learning rule. A conceptual illustration of a learning
rule in three dimensions is shown. Depending on the choice of activity
parameters other than spike timing, many different STDP rules can be
measured at a synapse (from Wittenberg and \Wang, 2006). The second axis
represents the transition from parameters that more strongly activate
depression (D-rule) to parameters that more strongly activate potentiation
(P-rule). By choosing parameters that activate only a single rule, the spike
timing-dependence of LTP and LTD can be measured separately. At the
CA3-CAT1 synapse, potentiation is initiated by as few as 20 causal pairings of
presynaptic action potentials with postsynaptic bursts repeated at 5 Hz or
higher. Depression does not require high-frequency stimulation or
postsynaptic bursts but requires more pairings than LTP. Stimulus conditions
that satisfy the temporal requirements for both the potentiation rule and the
depression rule lead to a bidirectional spike-timing-dependent plasticity curve.
In neocortex one can shift along the P-D axis by changing the pairing
frequency (Sjostrom et al., 2001), or by neuromodulator concentration (Seol
etal., 2007).

(Civillico et al., 2010) and optogenetic manipulation of identified
neuron types (Gradinaru et al., 2007) enable many connections to
be probed on a high-throughput basis. These experimental direc-
tions promise to provide quantities of data necessary to constrain
models better. As progress in these areas continues, the ability to
sample the parameter space will improve.

Biophysically oriented models of plasticity may also eventually
be useful in network models in order to predict the properties of
circuit structure. For example, standard STDP models favor the
elimination of reciprocal connections between cortical neurons
because any given timing would lead to LTP in one direction and
LTD in the other direction. This is contradicted by the fact that early
experiments (Markram et al., 1997) were done at reciprocally con-
nected pairs, as well as the well-known phenomenon that distant
neocortical areas are often reciprocally connected (Felleman and
Van Essen, 1991). Of interest is recent work (Clopath et al., 2010)
presenting a phenomenological model of plasticity that includes
additional aspects of plasticity such as frequency-dependence, and
that allows both unidirectional and bidirectional connections to
develop. Additional rules such as these come easily from mecha-
nistic considerations, suggesting that a biophysical approach can
eventually help account for circuit-level phenomena.

Ultimately we should strive to create biophysically based sys-
tem levels model of neuronal circuits. Such models will enable us
to connect the molecular and cellular level basis of plasticity to
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its consequences on the circuit and system levels, and to test the
models both on the basis of their underlying low-level assumptions
as well as on their higher-level predictions. The space of models
and activity parameters to explore can be reduced considerably by
sampling activity patterns likely to occur in a behaving animal, and
advances in recording methods promise to provide continuing new
sources of data. In this regard a valuable source of insight into any
synapse’s function is the experimental literature on multiple levels:
in vivo activity patterns, plasticity, and behavior.

An open question is whether, over the natural stimuli of a
synapse in a given region, final plasticity rules will be so high-
dimensional that very complex, essentially descriptive rules will be
needed for realistic modeling. We take the optimistic view that “real
rules”, which are nevertheless relatively simple, can be found, and
that this is more easily accomplished using a biophysical approach.

Although the linear STDP models do not account for most of the
experimental results, much of the original appeal of this approach
lay in the possibility that it could be used in higher-level models. A
key future question is whether a biophysically based approach can
contribute a simple description sufficient to help model working
neural circuits. Such an approach may also aid the eventual under-
standing of the role of spike timing — and many other factors — in
determining the principles by which neural circuits learn.
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INTRODUCTION

Spike timing-dependent plasticity (STDP) is considered as an ubiquitous rule for associative
plasticity in cortical networks in vitro. However, limited supporting evidence for its functional role
has been provided in vivo. In particular, there are very few studies demonstrating the co-occurrence
of synaptic efficiency changes and alteration of sensory responses in adult cortex during Hebbian
or STDP protocols.\We addressed this issue by reviewing and comparing the functional effects of
two types of cellular conditioning in cat visual cortex. The first one, referred to as the " covariance”
protocol, obeys a generalized Hebbian framework, by imposing, for different stimuli, supervised
positive and negative changes in covariance between postsynaptic and presynaptic activity
rates. The second protocol, based on intracellular recordings, replicated in vivo variants of the
theta-burst paradigm (TBS), proven successful in inducing long-term potentiation in vitro. Since
it was shown to impose a precise correlation delay between the electrically activated thalamic
input and the TBS-induced postsynaptic spike, this protocol can be seen as a probe of causal
("pre-before-post”) STDP. By choosing a thalamic region where the visual field representation
was in retinotopic overlap with the intracellularly recorded cortical receptive field as the afferent
site for supervised electrical stimulation, this protocol allowed to look for possible correlates
between STDP and functional reorganization of the conditioned cortical receptive field. The
rate-based “covariance protocol” induced significant and large amplitude changes in receptive
field properties, in both kitten and adult V1 cortex. The TBS STDP-like protocol produced in the
adult significant changes in the synaptic gain of the electrically activated thalamic pathway, but
the statistical significance of the functional correlates was detectable mostly at the population
level. Comparison of our observations with the literature leads us to re-examine the experimental
status of spike timing-dependent potentiation in adult cortex. e propose the existence of a
correlation-based threshold in vivo, limiting the expression of STDP-induced changes outside the
critical period, and which accounts for the stability of synaptic weights during sensory cortical
processing in the absence of attention or reward-gated supervision.

Keywords: Hebb, intracellular, correlation, potentiation, depression, receptive field, V1, adult plasticity

According to Hebb’s rule, the change of the weight from a

Our understanding of the potential role of associative synaptic
plasticity in the malleability of cortical network function during
development, perception and learning has up to now been heavily
influenced by a single, simple but seminal concept (Hebb, 1949):
that the correlational structure of activity patterns between pre- and
postsynaptic neurons determines the changes in the transmission
efficacy of synaptic connections.

Abbreviations: ABS, Artola—Brocher—Singer plasticity rule; BCM, Bienenstock—
Cooper—Munro plasticity rule; LGN, lateral geniculate nucleus; LTD, long-term de-
pression; LTP, long-term potentiation; mPSP, monosynaptic postsynaptic potential;
NMDA, N-methyl p-aspartate; pPSP, polysynaptic postsynaptic potential; PSTH,
post-stimulus time histogram; PSTW, post-stimulus time waveform; RE, receptive
field; SDO, sensitivity-direction-orientation polar selectivity analysis; STDP, spike
timing-dependent plasticity; S+, positive covariance between pre- and postsynaptic
activities; S—, negative covariance between pre- and postsynaptic activities; TBS,
theta-burst stimulation; TBS_S+, theta-burst stimulation associated with an intra-
cellular current pulse; V1, primary visual cortex (area 17 in the cat).

presynaptic neuron to a postsynaptic neuron depends only on
the spiking history of the presynaptic cell and postsynaptic neu-
rons, but does not take into account changes at other neurons
“unseen” by the active synapse or other contextual signals. In
spite of the fact that Hebb’s rule only predicts strengthening of
synaptic weights, most theoretical algorithms inspired by Hebb
include both associative potentiation and normative depression
rules (reviews in Brown et al., 1990; Bi and Poo, 2001; Frégnac,
2002; Gerstner and Kistler, 2002; Brown and Milner, 2003). The
Hebbian rule has been the basis of several classical rate-based
models applied to unsupervised learning (Oja, 1982; Kohonen,
1989) and developmental and functional epigenesis (Von der
Malsburg, 1973; Bienenstock et al., 1982) in cortical networks.
Its formalism has been further adapted to follow the timing
precision of the spiking process itself (Gerstner et al., 1996;
Abbott and Nelson, 2000; van Rossum et al., 2000; Gerstner
and Kistler, 2002).

Frontiers in Synaptic Neuroscience

www.frontiersin.org

December 2010 | Volume 2 | Article 147 | 73


http://www.frontiersin.org/Synaptic_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Synaptic_Neuroscience/archive
http://www.frontiersin.org/Synaptic_Neuroscience
http://www.frontiersin.org/Synaptic_Neuroscience/editorialboard
http://www.frontiersin.org/Synaptic_Neuroscience/about
http://www.frontiersin.org/Synaptic_Neuroscience
http://www.frontiersin.org/Synaptic_Neuroscience/editorialboard
http://www.frontiersin.org/Synaptic_Neuroscience/about
http://www.frontiersin.org/Synaptic_Neuroscience/10.3389/fnsyn.2010.00150/full
http://www.frontiersin.org/Synaptic_Neuroscience/10.3389/fnsyn.2010.00147/abstract
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=1560&d=1&sname=YvesFr%C3%A9gnac
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=16524&d=1&sname=MarcPananceau
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=16656&sname=AliceRen%C3%A9
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=16657&sname=NazyedHuguet
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=16658&sname=OlivierMarre
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=7235&d=1&sname=manuellevy
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=5643&d=1&sname=DanielShulz

Frégnac et al.

Covariance-based plasticity and STDP in vivo

Although, Hebbian algorithms were formulated as a two-factor
rule based on firing rates rather than spike events, their application
to the in vivo situation appeared rapidly limited by the presence
of on-going activity, hence pre-existing correlations, in the resting
state of the network, and by the local nature of the rule, limited to
the active synaptic site. In particular, these rules did not take into
account other information related to the on-going internal state of
the network in which the considered neuron was embedded, or the
general stimulus-driven or learning context. The inclusion of an
additional control factor can be seen as a form of “meta-plasticity”
(plasticity of the induction or expression of plasticity) and allows
a permissive graded control of the expression of Hebbian plastic-
ity in primary visual cortex, known to occur during critical peri-
ods of development (Bienenstock et al., 1982; Bear et al., 1987). It
accounts for the observed gating of cortical plasticity, through the
permissive action of noradrenergic and dopaminergic “print now”
neuromodulatory signals (Crow, 1968; Kety, 1970) and oculomo-
tor proprioceptive reafference (Frégnac, 1987). It also complies to
the synaptic tagging hypothesis, where prior activity at a synapse
changes its ulterior susceptibility to undergo synaptic potentia-
tion (Frey and Morris, 1997). Other versions of three-factor rules
were later introduced, which attributed a specific gating role to
diffusible brain-derived neurotrophic factors in hippocampal long-
term potentiation (LTP) and to nitric oxide in cerebellar long-term
depression (LTD) (Crepel, 1998). Similar three-term rules have
been generalized to incorporate the behavioral context of classical
conditioning in a Hebbian framework (Klopf, 1988).

The more advanced variants of Hebb’s rule share the same gen-
eral equation, where the change of synaptic efficacy with respect to
time is equal to the product of three variables: one is contextual,
and linked to state-dependent control and learning efficiency, and
the two remaining terms are linked respectively to presynaptic
and postsynaptic activity (reviews in Frégnac and Shulz, 1994;
Frégnac, 2002). The so-called “covariance hypothesis” introduced
by Sejnowski (1977) and applied in visual cortex by Bienenstock
et al. (1982) uses a multiplicative scalar controlling learning effi-
ciency and replaces the pre- and postsynaptic terms by the depar-
ture of instantaneous pre- and postsynaptic activities from their
(or a non-linear function of their) respective average values over a
certain time window. Since the multiplication of the two activity-
dependent terms is mathematically equivalent to a covariance prod-
uct, the rule obeys a “sign rule” and predicts potentiation of synaptic
efficacy when pre- and post-activities increase phasically together
(positive covariance) and depression when one term increases while
the other decreases (negative covariance). The theoretical sophis-
tication of the BCM rule is that it includes a local postsynaptic
“floating plasticity threshold,” which avoids saturation or cancel-
lation of synaptic weights and results in self-normalization (see
Frégnac, 2002 for a more extensive review). Additional processes,
such as synaptic scaling and synaptic redistribution have been since
proposed to account for a more global homeostasis of the mean
network activity irrespectively of distributed associative synaptic
changes (Abbott and Nelson, 2000).

The validity of these theoretical learning rules has been investi-
gated experimentally in Hebbian supervised paradigms where the
first contextual term is set arbitrarily in the permissive state: irrespec-
tively of the internal state of the preparation, an external supervisor

(most of the time, the experimenter!) imposes an artificial correla-
tional state between pre- and postsynaptic neurons. Experiments,
including those from our laboratory, show classically that forced
coincident activity induces LTP of synaptic efficiency, whereas non-
coincident activity either evokes LTD or no change (Kelso etal., 1986;
Frégnac et al., 1988; Reiter and Stryker, 1988; Bear et al., 1990; Bear
and Malenka, 1994; review in Frégnac, 2002; Figure 1). When first
described, the observed plasticity curves (change in synaptic effi-
ciency vs post- and presynaptic delay) were found to be symmetric
in time, i.e., no strict temporal ordering was required between the
onset of pre- and postsynaptic activation. The temporal contiguity
requirement of Hebbian potentiation in sensory neocortex, motor
cortex and hippocampus was first estimated in the £50 ms range,
both in vivo (Baranyi and Feher, 1981) and in vitro (Wigstrom and
Gustafsson, 1985; Frégnac et al., 1994a; Harsanyi and Friedlander,
1997); but see Levy and Steward (1983) and Levy (1985).

In the past 15 years, refined work using dual patch recordings in
vitro in silent networks demonstrated an even tighter temporal con-
tingency rule (10 ms range), termed “spike timing-dependent plas-
ticity” and the decisive importance of the temporal order between
the test postsynaptic potentials (PSP) and the back propagating
postsynaptic spike in deciding whether potentiation or depres-
sion occurs (Markram et al., 1997): if the postsynaptic cell fires
an action potential a few milliseconds after the presynaptic cell,
in such a way as to reproduce a causal pre — post relation, LTP
is induced, whereas the opposite temporal order results in LTD
(Debanne et al., 1997; Markram et al., 1997; Feldman, 2000; Bi
and Poo, 2001; Sjostrom and Nelson, 2002). Synaptic plasticity,
however, was further shown to be also determined by additional
non-Hebbian factors, such as the number of postsynaptic spikesina
burst (Sjostrom et al., 2001; Froemke and Dan, 2002; Froemke et al.,
2005b), postsynaptic depolarization (Sjostrom et al., 2001, 2004;
Sjostrom and Hiusser, 2006), and neuromodulation (Kasamatsu
et al., 1985; Bear and Singer, 1986; Seol et al., 2007; Pawlak and
Kerr, 2008). The outcome of the pairing was shown to depend
also on the distance of the synapse from the soma (Froemke et al.,
2005a; Letzkus et al., 2006; Sjostrom and Héusser, 2006), suggest-
ing the further participation of intrinsic conductance distributions
in the dendrites and efficiency of backpropagation of the post-
synaptic spike. The spatial gradient of synaptic change along the
dendrite results in part from the attenuation of the back propa-
gating action potentials during high frequency trains of action
potentials. Dendritic depolarization can boost backpropagation
of action potentials and switch plasticity between LTD and LTP at
distal dendrites (Sjostrom and Héusser, 2006). The action poten-
tial attenuation can be persistently counteracted by a long-lasting
increase in neuronal intrinsic excitability requiring an elevation
of the postsynaptic calcium concentration and the activation of
CaMKII (Tsubokawa et al., 2000). This last effect may be highly
dependent on the on-going level of inhibition as shown in other
sensory systems (Van den Burg et al., 2007). Thus, propagation of
action potential back to the dendrite depends on the recent activity
of the neuron and its long-term modulation may play a role in the
subsequent induction of associative synaptic plasticity.

Over the last 20 years, a large variety of afferent stimulation
protocols (Figure 1A) have been used to control both (directly)
presynaptic and (indirectly) postsynaptic states and induce LTP and
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High frequency Tetanus

TEST PSP (mV)

FIGURE 1 | Protocols. (A) Correlation-based protocols. Upper row, high
frequency tetanus of afferent pathway activates monosynaptic and polysynaptic
excitatory and inhibitory pathways. It is used in LTP protocols to promote the
build-up of postsynaptic depolarization and concomitant pre- and postsynaptic
firing in target cells. Lower row, differential pairing experiments where the
electrical or sensory activation of an afferent pathway is paired with an
intracellular depolarizing pulse forcing the target cell to fire (S+). Alternately,
another pathway is paired with an intracellular hyperpolarizing pulse resulting in
forced synaptic failure (S-). This differential low frequency pairing was used in
Frégnac et al. (1988). (B,C) Theta-burst protocols. A train of five high frequency

Visual Input

Sparse noise

;fJ Before

O-Burst O-Burst & S+
PRE
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pulses repeated at a theta-rhythm is applied in the thalamus (in blue) while
recording intracellularly from a potential target cortical cell (in red). The synaptic
response to a low frequency (0.2 Hz) thalamic stimulation (lower left inset), the
visual receptive field maps (middle) and the cross-correlation histograms
between thalamic and cortical spikes (CC, right lower inset) are compared
before and after conditioning. In (C), the intracellular membrane potential (Vm)
recording during TBS (left panel) is visualized during the burst period. In the TBS_
S+ protocol example (right panel), each fifth stimulation pulse in the high
frequency burst of the TBS is paired with a depolarizing intracellular pulse (red
dot) forcing the cortical cell to spike.

LTD in hippocampal (Dudek and Bear, 1992; Mulkey and Malenka,
1992; Bear and Malenka, 1994; Malenka, 1994) and neocortical
slices (Dudek and Bear, 1993; Kirkwood et al., 1993; Kirkwood
and Bear, 1994). Unlike in Hebbian supervised paradigms, these
protocols did not explicitly require an exogenous control of the
postsynaptic discharge pattern. Nevertheless, it is generally admit-
ted that most of their effects can be explained on the basis of the
induced correlation between pre- and postsynaptic activities, hence
by spike timing-dependent plasticity (STDP) or Hebbian-like proc-
esses. Low frequency presynaptic stimulation trains (1 Hz, 900
pulses) induce LTD, whereas presynaptic theta-burst stimulation
[ahigh frequency (100 Hz) burst volley repeated at 5-7 Hz] induces
LTP. The efficiency of these protocols in visual cortex has been
reported to be age-dependent when the afferent volley originates
from the white matter, and to be strongest at the peak of the critical
period in kittens (Kirkwood et al., 1993). A different susceptibility
period has been found in supragranular layers: NMDA-receptor
activation dependent LTP can be still promoted in adult cortex
if the strong inhibitory influence originating from layer IV, and
normally elicited by thalamic stimulation, is bypassed pharma-
cologically (Artola and Singer, 1987) or if the afferent volley is

applied directly in the superficial layers (Bear et al., 1992; Kirkwood
et al., 1995). Age-dependency regulation is less obvious for LTD
induction (but see Dudek and Friedlander, 1996), and strong layer
variations have been also observed, with a diversity of molecular
pathways involved (dominated by NMDA-receptor activation in
layer 2-3 and mGluR in layer 6) and an absence of effect in layer
4 (Rao and Daw, 2004).

On the whole, most of the evidence gathered in vitro suggests
that theta-burst patterned stimulation induces a robust develop-
mental form of LTP of thalamo-cortical synapses, in particular in
kitten and young rodent visual cortex. This may account for the
functional epigenetic changes occurring during the critical period of
ocular dominance and orientation preference (Kirkwood et al., 19965
review in Frégnac and Imbert, 1984). The apparent down-regulation
of susceptibility of layer IV to express LTP has been replicated in the
somatosensory cortex (Crair and Malenka, 1995), which strengthens
the parallel drawn between LTP and the critical period of sensitivity
to sensory deprivation (review in Foeller and Feldman, 2004).

In spite of these data and the success of STDP as a phenomeno-
logical rule accounting for associative plasticity in vitro, limited
support for a functional role of LTP has been provided in vivo
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(see Discussion for a more extensive review). In particular, there
is very little experimental data exploring co-evolution of synap-
tic plasticity and changes in sensory responses during Hebbian
or STDP protocols, particularly in adult cortex. An example of
such an approach can be found in the work of Heynen, Bear and
colleagues, trying to relate monocular deprivation, LTD and LTP
to bidirectional modifications of visual acuity (Heynen and Bear,
2001; Iny et al., 2006).

The present paper addresses this issue, by reviewing and com-
paring two series of attempts to modify synaptic efficacy and
functional responses in single neurons recorded in kitten and cat
visual cortices:

— The first type of protocol used a Hebbian framework to imple-
ment, through iontophoretic or intracellular means, super-
vised positive and negative changes in covariance between
postsynaptic and presynaptic activities during the time of
recording of the same cell (Figure 1A). The main findings of
this already published work are summarized here, since they
still constitute the largest functional changes reported so far in
a single visual cortical neuron (Frégnac et al., 1992, 1988; Shulz
and Frégnac, 1992; Debanne et al., 1998; Frégnac and Shulz,
1999): the alternate imposition, for the same cell, of “high”
rates of responses for a given input feature and “low” rates for
another input leads to long-lasting changes in sensory respon-
siveness which favors the response for the positively reinforced
feature. The reported effects constitute cellular analogs of fun-
ctional epigenesis and provide the earliest demonstrations of
Hebbian-induced changes in adult cortex. In addition to the
forms of associative plasticity predicted by the Hebbian rule
and its pseudo-Hebbian correlates (Hebb, 1949; Stent, 1973),
these experiments confirm some specific predictions of the
covariance hypothesis (Bienenstock et al., 1982). In particular,
they outline a form of homosynaptic depression, when pre-
synaptic activity is associated with repetitive failure in synap-
tic transmission (Reiter and Stryker, 1988; Blais et al., 1999),
hence a form of plasticity which requires only a subthreshold
postsynaptic change (and no spike).

— The second type of protocol, used in a group of new unpu-
blished intracellular experiments, replicates in vivo variants of
the theta-burst paradigm. The rationale of these experiments
was twofold: (1) to apply electrical stimulation protocols (the-
ta-burst stimulation, TBS), proven to be successful in indu-
cing LTP in vitro, in order to produce a change in the cortical
synaptic response to a test thalamic pathway, and (2) to mea-
sure the functional consequence of this artificial activity con-
trol on target cortical properties, assessed with visual stimuli.
With these two purposes in mind, the electrical test stimulus
and the high frequency stimulation burst (TBS used for con-
ditioning) were applied in a thalamic region where the visual
field representation was in retinotopic proximity or overlap-
ped with the intracellularly recorded cortical receptive field.
Since TBS was shown to improve pre-post synaptic correla-
tion in most of the recorded cells without changing their mean
activity, the novelty of this protocol was to provide a probe
for functional changes caused by causal STDP mechanisms
(“pre-before-post”) in adult cat cortex in vivo (Figures 1B,C).

In addition, since each theta-burst input is composed by seve-
ral presynaptic shocks, and thus creates multiple spike delay
interactions within a burst, we superimposed, in certain cells,
Hebbian supervised pairings added at a fixed intra-burst phase
to the theta-burst (Figure 1C, right panel). These additional
experiments show new evidence in vivo of how the supervi-
sed reconfiguration of the precise postsynaptic spiking pattern
alters in a reversible way the primary effect of high frequency
bursts to the cortex.

The Section “Discussion” will compare the various instances
of experimental evidence of Hebbian-like or STDP-like correlates
of functional plasticity in visual cortex in vivo and re-examine the
status of spike timing-dependent LTP in adult cortex.

MATERIALS AND METHODS

ANIMAL PREPARATION AND RECORDING TECHNIQUES
Electrophysiological extracellular and intracellular recordings were
made in the primary visual cortex of anesthetized and paralyzed
kittens and cats, according to the American Physiological Society’s
Guiding Principles in the Care and Use of Animals. Animals used in
these experiments have been bred in the Central CNRS Animal Care
facilities at Gif-sur-Yvette. In brief, animals were anesthetized with
an intra-muscular injection of alfaxalone/alphadolone (Saffan®,
Schering-Plough, 13.5 mg kg™), a catheter was inserted into the
femoral vein for infusion of anesthetic (alfaxalone/alphadolone,
flow rate: 2.6 mg kg™ h™') supplemented with isotonic saline and
glucose during the remainder of the experiment. After endotracheal
cannulation, the animal was positioned in a stereotaxic Horsley—
Clarke frame. Pancuronium bromide (Pavulon®, Organon, flow
rate: 0.2 mg kg™ h™) was added to the perfusion to prevent eye
movements. The animal was artificially ventilated at a rate adjusted
to maintain end-tidal CO, between 3.5 and 4.2%. Body temperature
was kept at 38.5° using a feedback-controlled heating pad. EKG
and EEG were monitored continuously to control the proper level
of anesthesia through-out the experiment. Ocular application of
both atropine 1% (Europhta) and phenylephrine clorhydrate 5%
(Néosynéphrine®, Europhta) was used to dilate the pupils, block
accommodation, and retract the nictitating membranes. Eyes were
refracted, fitted with the appropriate corrective lenses and focused
on the monitor screen set at 57 cm from the eyes. Small cranioto-
mies (less than 4 mm diameter) were made over the dorso lateral
geniculate nucleus (LGN) (see section below) and the primary
visual cortex. The stability of recording was improved by cement-
ing (GC Reline, GC America Inc.) the skull to additional fixation
bars and a small recording chamber was fixed such as to enclose the
cranial openings. After dura incision and electrode placement, the
holes were filled with agar, heavy mineral oil, or a silicone grease
(Kwick-Cast, World Precision Instrument) to seal the recording
chamber and protect the underlying cortex from drying.

LGN recording and stimulation

In all theta-burst experiments, a tungsten microelectrode
(2.5-4 MQ, Frederick Haer) was inserted into the LGN, ipsilat-
eral to the cortical recording site. The electrode tip was positioned
in LGN layer A representing the central visual field (stereotaxic
Horsley—Clarke coordinates A = 5-6; L = 8-9; p = 3—4) at a depth
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of 11-12 mm from the pial surface. The final electrode position
was typically adjusted within 100-200 pm from the point at which
the first contralateral visual responses where encountered. The
LGN multi-unit signal was amplified, filtered (300 Hz—10 kHz)
and sampled (at 8 kHz) for further off-line spike discrimination.
LGN units were typically characterized by a small monocular
receptive field (RF) and their ability to follow high temporal fre-
quency stimulation. The recording LGN electrode was also used
as a stimulating electrode through which constant current, nega-
tive pulses of 0.2 ms duration were applied at 0.1 Hz (except for
theta-burst). The test LGN stimulation intensities ranged from
40 to 360 HA, as required to reliably evoke PSP in the simultane-
ously intracellularly recorded cortical cell. Short and fixed latency
responses following 100 Hz train stimulation were considered
as monosynaptic.

Intracellular cortical recordings

Intracellular recordings of cortical cells were obtained using
60—-90 MQ sharp electrodes pulled from 1.5 mm borosilicate glass
capillaries (WPI) and filled with 2 M potassium methyl-sulfate (con-
taining 4 mM potassium chloride to avoid tip polarization). The
microelectrode was positioned around the retinotopic representa-
tion of the area centralis (p = 1.5-2.5; L = 2—4) (Albus, 1975; Tusa
etal., 1978),and adjusted when possible to obtain some spatial over-
lap between the thalamic and the cortical receptive fields. Electrode
track penetration started along a latero-medial axis, from the area
17-18 border to the depth of the medial area 17 bank (ranging from
680 to 4150 um). Intracellular postsynaptic potentials were recorded
in current-clamp bridge mode with an Axoclamp-2B amplifier
(Axon instruments) and digitized at 8 kHz after adequate low-pass
filtering. The EEG was recorded over of the homotopic contralateral
cortex of the intracellular recording site. All electrophysiological
signals were amplified and filtered in parallel with a CyberAmp
380 (Axon instruments), fed to an A/D interface (DIGIDATA 1200,
Axon instruments) port and were further processed using a custom-
made analysis program (Elphy™, Sadoc CNRS-UNIC) running on
a PC computer.

PLASTICITY PROTOCOLS

Covariance-based

The rationale that was applied to implement the covariance plas-
ticity rule is summarized in Figure 1A. Opposite changes were
imposed in the temporal correlation between two test sets of syn-
aptic inputs on the one hand, and the output signal of the cell
on the other hand. An external supervisor imposed the cell’s rate
of firing for a given sensory input (usually a “non-preferred” fea-
ture) at a “high” level (S+ pairing), and, in alternate trials, blocks
the cell’s response to another distinct (usually “preferred”) input
(S— pairing). The control of postsynaptic activity was imposed in
two ways: for extracellular pairings (electrodes filled with KCI 3 M,
10-20 MQ), the recordings were juxtacellular (spikes of several
mV and same polarity as intracellular), which allowed the applica-
tion of small intensity iontophoretic currents (less than £10 nA)
and recording of the cell’s activity even during pairing (see also
Andrew and Fagan, 1990). For intracellular pairings (electrodes
filled with KCH,SO, 2 M, 50-100 M), a brief pulse of depolarizing
or hyperpolarizing current (less than £3 nA for 50-200 ms) was

applied through the intracellular electrode (KMs, 50-70 MQ) and
synchronized with the stimulus features according to the stimula-
tion protocol.

STDP-based

Theta-burst stimulation was applied through the thalamic stimula-
tion electrode (Figure 1B). A TBS train was defined by 10 bursts of
5 pulses at 100 Hz, each burst repeated at a theta frequency (5 Hz).
A conditioning sequence was composed of 25 TBS trains, repeated
at every 10 s. Stimulus pulse intensity was set to the test level used
to trigger the control PSP. In addition to this protocol and for a
restricted number of cells, we also imposed supervised postsynap-
tic firing at a specific temporal phase during each high frequency
burst (TBS_S+ in Figure 1C). This was achieved by injecting brief
(4-6 ms) intracellular current pulses (0.5-1.0 nA), while keeping
the temporal relation between the current pulse and the high fre-
quency volley constant. Depending on the pairing, the postsynaptic
firing was generally imposed for the first or the fifth presynaptic
event of the LGN burst.

ANALYSIS OF ELECTRICALLY EVOKED SYNAPTIC RESPONSES
Measurements of the latency, the initial slope, the time and peak
of the maximum response and the integral of the depolarizing
component of the PSP relative to the pre-stimulus baseline at each
trial were used to quantify synaptic modifications. Fifty to 100
successive thalamo-cortical PSPs triggered at 0.2 Hz by the LGN
stimulation were recorded before and after the TBS application and
the level of significance of the changes was assessed by using both
parametric (Student #-test, p < 0.001) and non-parametric tests
(Kolmogorov—Smirnov, p < 0.01). We also partitioned the integral
PSP changes in amplitude range blocks by 20% steps compared to
the initial test response.

VISUAL STIMULATION AND ANALYSIS OF RF CHANGES

Once the RF was localized using a semi-automated search with a
scalable drifting bar, the ocular dominance and orientation prefer-
ence of visual responses were qualitatively determined. Stimulation
was maintained through the dominant eye for the remaining part
of the experiment. The spatio-temporal structures of the corti-
cal (intracellular) and thalamic (multi-unit) receptive fields were
mapped with sparse noise [dark (1 cd m™) and bright (25 cd m™)
pixels, with a mean screen luminance (13 c¢d m™)]. Depending
on the cells and the thalamo-cortical RF arrangement, the chosen
size of each pixel ranged from 0.2° to 0.7° (mean: 0.5°) to cover an
explored region of 8-20°. ON and OFF durations were usually set
at 26.7 or 53.4 ms (corresponding to 4-8 consecutive frames for a
150-Hz refresh rate monitor).

The forward correlations with visual stimulation of the sub-
threshold (membrane potential) response of the cortical cell and the
supra-threshold (action potentials) responses of the simultaneously
recorded thalamic and cortical cells were computed for each posi-
tion and contrast of the stimulus. Post-stimulus time histograms
(PSTH) of the visually evoked discharges and the post-stimulus
time waveform (PSTW) of the subthreshold responses were then
integrated over a 50 ms duration sliding window (in 1 ms steps).
X-Y and X-t receptive field maps were then expressed as a Z-score
relative to the on-going activity prior to the response onset. The
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optimal receptive field map was defined as the map taken at the
post-stimulus latency at which a significant response (given by the
Z-score value compared to pre-stimulus condition, p < 0.05) was
observed for the largest number of pixel positions. The optimal
RF maps taken before and after the TBS application at the same
latencies were compared to quantify the functional impact of the
thalamo-cortical synaptic plasticity on the RF structure.
Modification of the spatial RF was quantified using a polar analy-
sis carried out on the optimal X-Y maps: the cortical visual response
profile was integrated on a radial partition of the RF space in 24
sectors of 15° centered on the initial cortical RF center before TBS
(Figure 8, left cartoon). The bisector of the first sector was aligned
for each cell with the reference axis defined by the alignment of the
cortical and thalamic RF centers, such that 0° designated a RF shift
toward the LGN-RF center. This polar representation made it pos-
sible to apply quantification measures which have been used classi-
cally for the study of orientation and direction tuning modifications
(Worgotter and Eysel, 1987). An sensitivity-direction-orientation
(SDO) analysis was used to measure the polar and directional selec-
tivity of the change in the sector-based distribution produced by
the TBS pairing. This calculus is based on the assumption that the
radial distribution of RF changes, pooled over all conditioned cells,
can be approximated by an angular (o) cosine function of the form
R(o) = Ao + E]. [Aj cos(jou)], with the summation index j taking
a value of «1» for directional and «2» for orientational tuning,
corresponding to a truncated expansion of the Fourier decompo-
sition limited to the first two harmonics. The phase and gain of
the first-order and second-order components are measured with
a Fast Fourier Transform. The SDO analysis allows the extraction
of an index of anisotropy (IA) of the spatial RF change (as the
gain of the 1st order component of the decomposition, equivalent
to the strength (D) in Worgétter and Eysel annotation) and the
Direction of Anisotropy (©), i.e., the most likely direction of the
spatial change (as the phase of the 1st order component, equivalent
to the preferred direction (PD) in Worgotter and Eysel annotation):
thus IA and O give respectively the norm and the angle of a vector
representing the average weighted shift in RF anisotropy.

RESULTS

PROTOCOL 1: SUPERVISION OF COVARIANCE BETWEEN PRE- AND
POSTSYNAPTIC ACTIVITIES

A classical approach used to demonstrate the functional implication
of Hebbian-like mechanisms in vivo relies on the study of various
forms of visual cortical plasticity induced by manipulations of envi-
ronmental features, during development and in adulthood (review
in Frégnac and Imbert, 1984). The plasticity protocols reviewed
here focus on the consequences of Hebbian rules at the individual
cell level. Rather than submitting the entire cortical network to an
environmental “surgery” of the whole visual field (global clamp
of cortex input), cellular analogs of learning restrict the extent to
which cortical activity is modulated to the immediate environment
of the recorded cell (local perturbation mode). With this approach,
the experimenter controls the postsynaptic firing of the recorded
cell and imposes a supervision signal which will simulate locally the
functional effects of anomalous visual experience during critical
periods of development, whereas the majority of the “unseen” units
in the network remain unaffected. Two techniques of postsynaptic

activity supervision were achieved: (1) by iontophoretic pulses
applied through the juxtacellular KCl recording electrode or (2)
by current pulses using intracellular techniques (see Materials and
Methods). The first method was better suited to control the firing
rate whereas the second one imposed precisely the spike timing of
the conditioned cells.

In collaboration with Elie Bienenstock, Simon Thorpe,
Dominique Debanne and Attila Baranyi, we (Yves Frégnac and
Daniel E. Shulz) developed some 25 years ago a series of elec-
trophysiological supervised Hebbian paradigms (Frégnac et al,,
1988, 1992, 1994a,b; Shulz and Frégnac, 1992; Shulz et al., 1993;
Debanne et al., 1995, 1998; Frégnac and Shulz, 1999). These sets
of experiments were devised to quantify the functional impact of
supervised control of covariance between pre- and postsynaptic
activity and compare the observed effects with the predictions of
theoretical models, specifically the so-called BCM rule introduced
by Elie Bienenstock and Leon Cooper’s group in their seminal paper
(Bienenstock et al., 1982).

The differential pairing protocols presented in Figure 2 have
been considered as cellular analogs of functional epigenesis of
mammalian V1 since they reproduce functional changes occurring
without supervision in freely behaving animals, during develop-
ment or following early manipulation of the visual environment,
for instance an orientation-biased environment (Figure 2A),
monocular deprivation (Figure 2B), optically induced interocu-
lar orientation disparity and rearing restricted to a fixed phase
and spatial frequency (data not shown; Shulz and Frégnac, 1992).
Figures 2C,D illustrate the effects of covariance-based pairing pro-
tocols on the spatial ON—OFF (or Simple/Complex) organization
of visual cortical receptive fields. Surprisingly, at least in the eyes
of the reviewers when this work was submitted, the probability
of inducing functional changes was reported to be comparable
in the kitten during the critical period and in older kittens and
adults, suggesting that plasticity might extend well beyond the
classical critical period in the presence of an external supervi-
sion signal provided by the experimenter, attention or behavioral
reward (Frégnac et al., 1988). Since the local supervised learn-
ing procedures, applied at the cellular level, imposed an external
control of the evoked discharge (through current injection and
potassium iontophoresis or field effects), these findings suggest
that this type of supervision might bypass systemic homeostatic
mechanisms which normally block the expression of plasticity
in the mature brain. However, the largest effects were induced in
the youngest animals at the peak of the critical period. The major
findings are summarized below.

Orientation selectivity plasticity

Early studies on the effects of visual exposure restricted to a fixed
orientation (Blakemore and Cooper, 1970; Hirsch and Spinelli,
1970) showed the induction of a significant bias in the cortical
representation in favor of the orientation to which kittens had
been exposed. Two different interpretations were historically
proposed, calling for either selective (the “functional verifica-
tion” hypothesis) or instructive (“tabula rasa” alternative) mecha-
nisms. However, in view of the inherent limitations of analysis
based on the comparison of populations of neurons recorded
extracellularly in different animals, no definitive answer could
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FIGURE 2 | Functional impact of the covariance-based algorithm in kitten
V1. (A) Change in orientation preference (adapted from Frégnac et al., 1992):
Cell recorded in a visually deprived kitten at the peak of the critical period. Left
panel: PSTHs represent visual responses to a moving bar for two different
orientations (40 runs each). Superimposed dot displays represent spiking
responses for each individual trial. Left column, responses for the initially
preferred stimulus (vertical orientation). Right, initially non-preferred stimulus
(horizontal orientation). From top to bottom, evolution of the relative preference
as a function of time, before (C: control), during differential pairing (P) and at two
delays following pairing. During pairing (P, filled histograms, 60 associations), a
positive current pulse (+3 nA) was applied during the sweep of the horizontal bar
across the discharge field (arrowheads, S+), and interleaved with a negative
current pulse (=7 nA) when the vertical bar was presented (arrowheads, S-). The
visual response became respectively potentiated for the S+ stimulus and
depressed for the S— orientation (+10 min). The effects were still present 110 min
after pairing. Calibration bars: vertical 5 ap s, horizontal 1 s and 1.5°. Right
panel: Polar orientation tuning curves were established for the same cell before
(Control) and after pairing (+10 min). The mean spontaneous activity level is
shown by the stippled area. The orientations used during pairing are indicated by
S+/S—symbols. The lower graph represents the differences between the
normalized tuning curves before and after pairing (folded on a 180° scale)
expressed as gains and losses as a function of the orientation of the stimulus
(calibration: £20%). Following pairing, the cell changed its orientation preference
by 90°, and became tuned to the positively-reinforced orientation and direction.
(B) Ocular dominance change (adapted from Shulz and Frégnac, 1992). Cell
recorded in a 4.5-week-old normally reared kitten. PSTHs represent visual
responses to stimulation of the left (left column) and the right (right column)
eyes, before and after two pairings (thick lines). The increase of the visual
response to the left eye (+40%), imposed during the first pairing (9 S+ pairings)
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was retained for 60 min. After extinction (+65 min), this effect was reinstated by
a second pairing (imposing a 90% increase in firing during 24 S+ trials), which
was retained for 110 min. The response to stimulation through the unpaired (S°)
right eye was unchanged. Calibration: vertical 10 ap s™', horizontal 1 s and 1.5°.
(C) Change of the ON/OFF balance (adapted from Debanne et al., 1998). Cell
recorded in a 6-week-old kitten. PSTHs represent the cell's response to the
presentation (ON) and extinction (OFF) of an optimally oriented bar in a fixed
position of the RF (cartoon). Before pairing (C, control), a tonic “ON" response
and a more transient “OFF" response were observed uniformly across the RF
The pairing procedure (R, data not shown) consisted of 50 associations of a
negative current pulse (=3 nA, 2120 ms duration) with the onset of the light bar
and a positive current pulse of similar duration (+3.2 nA) following the offset of
the same stimulus with a constant delay of 500 ms. A progressive change
developed over 40 min after pairing, resulting in a significant depression of the
"ON" response (p < 0.0005), whereas a late “OFF" response appeared de novo
in the paired position. The latency of the new response precisely matched the
onset delay of the iontophoretic pulse used during pairing. The “ON—OFF" ratio
was unchanged in the unpaired position. The modification in the paired position
was still present 1 h after the end of the pairing procedure, at which time the
neuron was lost. Calibration bars: 1's; 20 ap s™. (D) Intracellular pairing (adapted
from Frégnac et al., 1994b). Simple cell recorded intracellularly in vivoin a
10-week-old kitten. Averaged composite potential evoked by the onset of the
stimulus in the ON subfield (C: control, 21 trials). During pairing (R, black line) the
stimulus onset was paired with a depolarizing pulse (200 ms, 1.2 nA, 30
associations). A significant potentiation of the PSP was induced after pairing
(thin line: control PSR thick lines: after pairing at 1, 3, 15, and 35 min). The
unpaired OFF response in the OFF subfield (not shown), the resting membrane
potential (<67 mV, dotted lines) and the input resistance (30 MQ) were
unchanged following pairing. Calibration bar: 100 ms.

be given in those early days. Note that the later use of intrinsic
imaging (Sengpiel et al., 1999; Tanaka et al., 2006) allows now to
conclude that the reorganization of orientation maps was caused

indeed by the expansion of domains maximally responding to
exposed orientation as well as the strong reduction of responses
to unexposed orientations.
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We applied our protocol of associative conditioning to demon-
strate plasticity of orientation and direction selectivity during the
time of recording of single cortical cells (Frégnacetal., 1988,1992).
The response of the recorded neuron was artificially reinforced
during the presentation of a given orientation/direction (S+) and
suppressed while presenting a different (but fixed) orientation (S—)
through the same eye (see Figure 2A, left panel). Orientation tuning
measurement was used to quantify the generalization of the effects
to stimuli other than those used during the conditioning (column
of polar plots in Figure 2A, right panel). A significant polar asym-
metry favoring the S+ preference domain was observed in 30% of
conditioned cells, leading to a displacement of the peak of preferred
response toward the reinforced orientation/direction.

As a general rule, these changes in tuning selectivity appeared
to be linked to the competitive imbalance imposed between the
two orientations presented during pairing: independently of their
angular separation, a gain in responsiveness was observed around
the “positively-reinforced” stimulus, whereas a loss was observed
around the “negatively reinforced” one, leading sometimes to the
total eradication of the initial visual response. However the ampli-
tude of the orientation shift was related to the initial selectivity of
the neuron: the probability of observing large changes in orien-
tation preference (up to 90°) was significantly higher in initially
weakly oriented neurons than in already selective ones, suggest-
ing that most changes resulted from up- and down-regulations
of pre-existing responses (Frégnac et al., 1988, 1992). This shift in
functional preference could reach up to 90° for orientation and cor-
responded to the de novo emergence of a new directional selectivity
at the peak of the critical period (see example in Figure 2A). Our
findings were replicated in kitten (Greuel et al., 1988) and later in
adult cat cortex (McLean and Palmer, 1998), using a pharmaco-
logical control of postsynaptic activity. The phenomenology of the
reported functional changes were supportive of the BCM theory
predictions: (1) the largest changes were observed in cells which
were the less selective and the most totipotent to stimulus features,
and (2) changes were more readily observed in immature than in
already specialized cortex, reflecting a dependency of the “floating
plasticity threshold” on past experience.

Ocular dominance plasticity

Unilateral eye closure by lid suture performed from the third post-
natal week quickly produces a dramatic change in cortical binocu-
larity, i.e., most visual cortical neurons respond exclusively to the
open eye (Wiesel and Hubel, 1963). Binocular competitive inter-
action between visual inputs for dominance of central connec-
tions appears to be a major mechanism involved in the effects of
monocular deprivation at the cortical level: the closure of one
eye produces more drastic changes than binocular closure itself.
Following monocular deprivation, cortical cells become dominated
or exclusively driven by the open eye, whereas preventing binocular
vision by dark rearing does not affect ocular dominance (review
in Frégnac and Imbert, 1984). Using moving stimuli, we simulated
the effect of imbalance between the two eyes by alternately driving
the same cell to a high level (S+) of activity through one eye, and
a low level (S—) of firing rate through the other eye, and studying
the effects on ocular dominance after 15-80 imposed associations
(Shulz and Frégnac, 1992). Figure 2B illustrates a case where the

spatio-temporal profile of the response to the “reinforced eye” —in
addition to its magnitude — was altered: a new peak appeared as
the result of an increase in responsiveness and was restricted to the
previously unresponsive flank of the receptive field (delineated by
filled triangles in Figure 2B) where iontophoresis had been applied
concurrently with visual stimulation.

Spatial organization of ON-OFF responses

The covariance-based protocol was also adapted to control the plas-
ticity of the spatial ON-OFF organization by inducing changes
in the ON—-OFF balance selective to the paired location of visual
cortical receptive fields (RFs) (Debanne et al., 1998). Covariance
supervision was imposed alternately in the same RF position, to
boost the evoked response to a “high” level of firing (S+ pairing)
for the ON (or OFF) presentation of a light bar, and, in inter-
leaved trials, to reduce the response to the opponent OFF (or ON)
feature to a “low” level (S— pairing). These differential pairings
were performed iontophoretically during juxtacellular record-
ings (Figure 2C; Debanne et al., 1998) or intracellularly by cur-
rent injection (Figure 2D; Frégnac et al., 1994b; Debanne et al.,
1995). In agreement with the covariance hypothesis, they resulted
in long-lasting changes of the ON vs OFF balance, favoring the
response (ON or OFF) which had been paired with the “high”level
of imposed activity.

Modifications consisted mostly of the strengthening and/or
weakening of short and long-latency responses (100-800 ms); the
amplitude change was on average half of that imposed during
pairing. In a few cells, the de novo expression of a supra-threshold
response was induced for an initially ineffective visual stimula-
tion. Most modifications were observed in the paired position,
and restricted to that region of the RF, suggesting that they prob-
ably resulted from selective changes in the transmission gain of
the synapses which were activated during pairing. In a few cells,
a fixed delay pairing procedure was applied, in which the ionto-
phoretic current pulse application lagged behind the presenta-
tion or the end of the visual stimulus by a few 100 ms, and some
of the conditioned cells retained, for several tens of minutes, a
temporal pattern of activity with a phase lag reproducing that
imposed during pairing. An example of such an effect is shown
in Figure 2C, where a long-latency response develops as a recall
of the imposed delayed firing. The spatial selectivity of the effect
is demonstrated by the fact that the ON-OFF balance remains
unchanged in the unpaired position (right column). Our find-
ings of induced changes in the simple/complex profile of visual
cortical RFs were also corroborated by a follow-up study using a
phase conditioning protocol (McLean and Palmer, 1998), where
the authors observed the induction of counter-phased modulated
responses to stimuli presented at the spatial phase which initially
did not evoke any response (« null» phase).

Most of the changes reviewed so far were produced by extracel-
lular pairing protocols, without access to the subthreshold synaptic
events which may be modified by the Hebbian pairing procedure.
In these experiments, the iontophoretic pulses used to control the
excitability of the conditioned cell recruited potentially two mixed
effects: (1) the first one was seen during juxtacellular recordings and
corresponded to direct current effects triggering or suppressing the
spike initiation (through field effect at the soma); (2) the second

Frontiers in Synaptic Neuroscience

www.frontiersin.org

December 2010 | Volume 2 | Article 147 | 80


http://www.frontiersin.org/Synaptic_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Synaptic_Neuroscience/archive

Frégnac et al.

Covariance-based plasticity and STDP in vivo

one, evoked mostly during S+ pairings, relied on rapid changes in
the extracellular potassium level. A possible side-effect may arise,
due to uncontrolled potassium-dependent modification of presy-
naptic activity and release of neuromodulators. In order to avoid
or reduce these side-effects, we made, in collaboration with Attila
Baranyi, intracellular recordings (most likely intrasomatic) and
used direct current injection to control the postsynaptic state of
activation. This allowed a more selective pairing procedure during
which the visually triggered PSP was temporally associated with a
concomitant depolarizing or hyperpolarizing current pulse injec-
tion into the target cell (Figure 2D; Frégnac et al., 1994b; Debanne
et al., 1995). We could then measure changes of visually evoked
subthreshold synaptic potentials directly and thus interpret the
observed functional changes in terms of plasticity of synaptic trans-
mission. Similar experiments were attempted in vitro in rat and
kitten visual cortical slices by Yves Frégnac in collaboration with
Michael Friedlander and colleagues (Frégnac et al., 1994a), where
the visual input was replaced by the electrical stimulation of the
optic radiation or layer II-IIT axons. In the majority of conditioned
cells, both in vivo and in vitro, the sign of the change (potentia-
tion or depression) of the composite postsynaptic potential was
predicted by the sign of the imposed change of the membrane
potential during pairing. The effects appeared associative, since they
were not observed when the current pulse was applied unrelated
to visual stimulation.

The exact cellular mechanisms involved in functional changes
remain difficult to unravel in vivo, since one cannot separate easily
increased excitation from reduced concomitant inhibition. Blocking
of inhibition in vivo leads to epileptic activity, and most pharmaco-
logical dissection methods used in vitro are no longer applicable.
Data comparison suggest that enhancement in the efficacy of exci-
tatory synaptic transmission is the most likely mechanism for the
LTP observed after afferent stimulation of visual pathways both in
vitro (Artola and Singer, 1987) and in vivo (Komatsu et al., 1988).
Similarly, in our case, postsynaptic responses during S+ pairing were
probably pushed beyond the threshold level at which NMDAR-
dependent Ca** flux is sufficient to induce LTP of active synapses
(see Bear, 2003 for a review).

PROTOCOL 2: THETA-BURST

Plasticity of thalamo-cortical and cortico-cortical synapses was
explored following a high frequency stimulation (TBS) to sites in
the LGN connected synaptically with neurons recorded intracel-
lularly in primary visual cortex area 17. The theta-burst condition-
ing consists of a short high frequency sequence of five thalamic
electrical stimulation pulses (each 10 ms apart) repeated at 5 Hz
(every 200 ms). Intracellular recordings were obtained from 49 V1
cells, and in 34 cases, the full protocol (thalamic TBS and visual
receptive field mapping) was carried out. Our aim was to assess at
the same time the plasticity of the thalamo-cortical connections
in response to an electrical (extraneous) thalamic tetanus and its
functional consequences on the receptive field organization of the
cortical target cells.

Single shocks of the thalamus, repeated at a low frequency
(0.2 Hz), were applied before and after TBS to measure changes
in the composite synaptic efficiency of the conditioned path-
way. Postsynaptic responses to 50-100 stimulus cycles were

averaged to provide a baseline control. The low rate of frequency
stimulation was chosen to avoid short-term synaptic adaptation
(Nelson, 1991) and the stimulation intensity was set below spik-
ing threshold. Monosynaptic (mPSP) components in the com-
posite synaptic responses were characterized by a short latency,
very little latency jitter and the ability to follow high frequency
stimulation (100 Hz). Polysynaptic (pPSP) components were
observed with diverse latencies reflecting possibly the parallel
recruitment of different synaptic pathways.

To evaluate the TBS train effect, the analog synaptic response
waveforms evoked before and after the TBS application were
stripped from spike contamination and averaged. The waveforms
were then subtracted to visualize the temporal profile of the overall
synaptic change (blue traces in Figure 3). The t-test comparison
(p < 0.001) of peak responses and integral values (see Materials
and Methods) before and after TBS showed that 44% of mono-
synaptic EPSPs and 56% of polysynaptic EPSPs were significantly
potentiated (n = 17), while 39% of monosynaptic EPSPs and 25%
of polysynaptic EPSPs were depressed (1 = 11), while the remain-
ing cases were unchanged. Note that the in vivo situation differs
greatly from in vitro conditions, where it is pharmacologically pos-
sible to block inhibitory pathways (through application of GABA
antagonists in the bath). Most LTP/LTD in vitro studies usually
focus on the rising slope of the early monosynaptic event. In vivo,
the measure of the rising slope is unreliable (since contaminated
by concomitant inhibition) and the full waveform underlying
spike activity has to be considered. Since the functional effects
result from combined modifications of mono and polysynaptic
components, we were obliged to use a combination of criteria to
assess PSP changes.

Potentiation of the PSP was defined in three ways: as an increase
in the peak amplitude, an increase in the integral of the response or
asareduced response latency. Conversely depression was expressed
asareduction of the PSP size and/or alengthening of its latency. The
monosynaptic and polysynaptic components appeared modified in
the same proportions. In six conditioned cells, the TBS application
did not trigger spikes during the high frequency bursts, resulting
either in an absence of change (n = 3) or a depression (n = 3). In
the other cells, where TBS imposed reliable correlation between
pre-post firing (see examples in Figure 4), significant changes were
observed in 90% of cases. Potentiation was more readily observed
than depression (61 vs 29%) underlying the role of the postsynaptic
discharge in synaptic potentiation induction.

One should note that in vivo statistical tests (parametric and
non-parametric) readily show significant changes (p < 0.001 here).
However, these numbers have to be taken with caution since not all
data obey normal distributions, and differences in variance were
often seen between before and after pairing. Furthermore, numer-
ous sources of variability are not controlled in vivo, for instance
changes in the EEG reflecting the global state of the preparation, or
changes in on-going intracellular activity with possible spontane-
ous interference of “up” and “down” states, and these may result in
non-stationarities (see Discussion). Only half of cells (irrespectively
of statistical significance) showed changes less than 20% in PSP
integral value, which attests for a high variance in the in vivo prepa-
ration. The respective proportions of cases with potentiation and
depression beyond 20% reached respectively 26 and 11%.
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FIGURE 3 | Examples of LTP in adult visual cortex induced by theta- measured on individual PSPs during the pre- and post-TBS periods.
burst. Synaptic changes were observed on both monosynaptic (A) and Distributions of the measured values are displayed on each side of the plots.
polysynaptic (B,C) components of the test PSP by comparing the amplitude (A) Potentiation of the peak amplitude of a monosynaptic response from
(A,B) or the latency (C) of the PSPs recorded before and after TBS. The left 1M1 mV(c=15mV)to15mV (o = 1.9 mV), p<0.001. (B) Potentiation of a
panels show overlaid averaged PSPs (at rest) and PSTHs (with a + 5mV composite polysynaptic response, where the peak amplitude increased from
depolarization) obtained before (CONTROL, in black) and after (in red) TBS. 1410 2.7 mV (p< 0.001). (C) Latency shortening (p < 0.05) of the peak
The difference (“CONTROL' - “AFTER") waveforms are shown below (in response from 30.3 to 278 ms. Note the intermittent occurrence of shorter
blue). The right panels show the time course of the amplitudes or latencies peak latencies (18-20 ms) after TBS.

Figure 3 shows individual examples of the potentiation induced
by TBS stimulation in the peak amplitude of a mPSP (Figure 3A)
and in the amplitude (Figure 3B) and the latency of the peak of a
pPSP (Figure 3C). For the mPSP example, the mean amplitude of
the synaptic response increased by 35%, from 11.1 mV (£1.5 mV)
to 15.0 mV (£1.9 mV) after theta-burst stimulation of LGN input
(p<0.001). Figure 3B shows an example in which a pPSP was sig-
nificantly increased (from 1.4 to 2.7 mV; p <0.001) at the same time
that the across-trial variability of responses increased, suggesting
that synaptic changes could be partly due to the recruiting of new
synaptic contacts that were previously ineffective. Note as a conse-
quence the fact that the same afferent volley stimulation generally
led to more spikes riding on the PSP following TBS (when tested
before and after TBS at a resting state depolarized by +5 mV). In
two of the “potentiated” cells, the detected change was a significant
reduction of the onset or peak response latency, without a change in
the peak amplitude. The difference between averaged PSPs obtained
before and after TBS (blue trace in Figure 3C) shows an example
of potentiation mainly visible in the rising slope of the composite
pPSP. As a consequence, the distribution of spikes triggered by the

thalamic afferent volley (tested at a more depolarized state) was
displaced toward shorter latencies following TBS (blue histogram
in Figure 3C).

In order to interpret the expression of synaptic changes as a
function of the interaction between pre- and postsynaptic activity,
we analyzed the activity patterns imposed during the theta-burst.
In many cases, the repetitive application of high frequency bursts
during the TBS train resulted in the cumulative build-up of depo-
larization due to temporal summation of elementary responses
to a single thalamic shock. This slow dynamic tendency toward
cumulative depolarization was visible in the form of augmenting
responses from one burst to the next, over the full train duration.
These augmenting-like responses were observed during the 5 Hz
TBS in 47% of cases, and resulted in twice as much potentiation
(64.3 vs 37.5%) and half as much depression (35.1 vs 50% of cases),
when compared to TBS trains where no cumulative recruitment
was seen. This suggests that the level of depolarization reached
during the high frequency thalamic burst controls the expression
of synaptic potentiation, at least partly, as already shown in vitro
(Sjostrom et al., 2001).
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FIGURE 4 | Changes of covariance between pre- and postsynaptic
activities imposed during theta-burst. For each of the five cells presented,
the voltage traces are synchronized with the onset of each theta-burst train
and repetitions are overlaid. The reproducibility of the recorded waveform,
shown for the first cell only (inset, second row from the top), is high,
especially in-between the high frequency bursts, whose individual onsets are
underlined by red dots. The variability reduction in the Vm dynamics is
quantified by the inverse of the standard deviation (o) of the waveforms
computed over the 25TBS repetitions (1/c index, green plot) and shown with
the voltage waveform for one of the cells (top inset). In the right column, the
mean voltage waveform (in red) synchronized with each burst onset is shown
for the duration of the burst and overlaid with the mean spike pattern imposed
by the high frequency volley (black filled histogram). Black filled triangles show
the occurrence of individual electrical thalamic shocks.

In contrast to these highly phasic activation periods, between
bursts, a clamp of the Vm trajectory was observed resulting in the
silencing of postsynaptic activity (see also Kara et al., 2002). This
effect is apparent when comparing overlaid voltage traces synchro-
nized with the TBS onset. The second row in Figure 4 illustrates
a drop in variability of the stimulus-locked voltage waveform: the
inverse of the standard deviation (1/G) increases transiently with
each burst (due to the forced positive covariance imposed by the
brief tetanus) and progressively stabilizes to a high level during the
time course of the repolarizing phase separating successive bursts.
Consistently from cell to cell, TBS was efficient to drive the postsyn-
aptic firing at a theta-rhythm, with tight positive correlation epochs
within each high frequency burst, while suppressing responses to
all inputs that may spontaneously occur between bursts. In most
cells, the correlation between the thalamic electrical shock (triangles

in Figure 4, right panel) and TBS-induced postsynaptic spikes was
increased within the bursts, resulting in a tight control of spike
timing. This observation suggests that TBS is a reliable way in vivo
to favor STDP-like plasticity processes at positive presynaptic-post-
synaptic delays (causal STDP). Note nevertheless that the spon-
taneous changes in the level of on-going activity at the time the
burst is applied may affect the voltage-dependence of the synaptic
responses during individual shocks of the TBS pairing, and possibly
recruit additional factors controlling the expression of plasticity
(Sjostrom et al., 2001).

Another interesting observation from the study of postsynaptic
activity during TBS is the correlation often observed in potenti-
ated cases between the spike distribution pattern imposed dur-
ing the TBS and the temporal profile of the synaptic subthreshold
modification (Figure 5A). Figure 5B illustrates the time-course
similarity (“isomorphism”) between the forced PSTH pattern and
the voltage difference curve obtained by subtracting the average
PSP before and after TBS. This observation is highly reminiscent
of the earlier report during covariance-based protocols that the
fine temporal time course of multiple presynaptic/postsynaptic
spike interactions imposed during prolonged high frequency firing
(S+) sculpts a memory-like recall in the temporal waveform of the
induced functional change (i.e., expressed after the pairing). For
comparison, the isomorphism found in positive covariance-based
protocols with static ON- or OFF-stimuli is illustrated in Figure 5C
(see Figure 12 in Debanne et al., 1998).

To unambiguously demonstrate the importance of the timing
of the postsynaptic action potential generation with respect to the
arrival of the presynaptic afferent volley, we decided to submit 11
cells (which were also all tested with a simple TBS protocol) to a
hybrid TBS-Hebbian conditioning protocol, where postysnaptic
firing was imposed by an external supervisor (the experimenter), in
amanner equivalent to S+ pairing) synchronized with the TBS train
(imposing the presynaptic pattern). 25 such “TBS_S+” protocols
were carried out by selecting one (and only one) of the five thalamic
shocks of a given rank in the high frequency burst for a given cell,
and injecting a few milliseconds later an intracellular current pulse
strong enough (0.5-1.0 nA) to reliably trigger a postsynaptic spike.
Delays from 2 to 8 ms were explored in such a way as not to interfere
with the following thalamic shock. Thus the postsynaptic Hebbian
supervision signal was applied at the same temporal phase for all
the bursts applied during the TBS train and precisely time-locked
to the presynaptic afferent volley. As shown in the three examples
of the average postsynaptic spike pattern imposed during the TBS
burst (green PSTHs in Figure 6), the addition of such a depolarizing
current pulse (red dot) drastically reshaped the timing control of
the postsynaptic firing during TBS: it changed spiking probability
selectively for the first thalamic shock (cells A, B, and C of Figure 6,
left), the second thalamic shock (cell B of Figure 6, middle), the
third thalamic shock (cell C of Figure 6, middle) or the fifth tha-
lamic shock (cells B and C of Figure 6, right), according to the
chosen phase of the intracellular injection pulse.

Figure 6A shows a case in which alarge potentiation was induced
by pairing conditions in which the postsynaptic supervised spike
followed the presynaptic spike by a few milliseconds, a result
consistent with in vitro STDP. Figures 6B,C illustrate two other
cases where the application of the intracellular current injection
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FIGURE 5 | Similarity between recalled and imposed postsynaptic patterns.
(A) Examples of synaptic changes observed in the case of two cells. Insets
represent the respective positions of cortical and thalamic RFs. The difference
"AFTER-BEFORE" waveform (blue) shows the time course of the potentiation,
corresponding to a shortening of latency (left) or an increase in peak amplitude
(right). (B) Isomorphism between recalled and imposed postsynaptic patterns
during TBS: The mean difference curves obtained for four different cells are
superimposed with the mean spike pattern imposed during the conditioning
bursts. This is done by realigning the trigger event of the control and post-TBS
responses with the first thalamic shock in each high frequency burst applied
during TBS. Note the similarities between the imposed spike distribution (green)

INDUCED

10 ms

and the temporal profile of the PSP change (blue). (C) Isomorphism between
recalled and imposed postsynaptic patterns during S+ covariance-based protocols
(adapted from Debanne et al., 1998). Upper panel, imposed effects of S+ pairings
of ON-responses. The PSTH changes (“DURING pairing” minus “BEFORE
pairing”), synchronized with the stimulus onset have been normalized relative to
the mean count of each bin estimated by averaging responses before and during
pairing. Lower panel, induced effects. In this latter case, the PSTHs represent
"AFTER" minus "BEFORE" changes. Note for each condition (top, ON responses,
bottom, OFF responses) the similarity in the time course of the activity change
pattern (increase for S+ and decrease for S-) locked with the stimulus onset. On
average, the amplitude of the induced change is half that of the imposed change.

time-locked to the fifth pulse of the afferent high frequency tetanus
led to a significant potentiation, whereas similar supervised pair-
ing time-locked to the intermediate part of the bursts resulted in
depression (middle panels in Figures 6B,C). From these results, we
can draw the conclusion that reshaping the postsynaptic pattern
during TBS can transform depression effects into potentiation, or
change the balance between excitation and inhibition, and that the
multiple interactions that coexist during the high frequency burst
are responsible for the observed changes. As already shown in vitro,
the impact of these multiple pre-post spike interactions in control-
ling the sign of plasticity may depend on the rank order of the post-
synaptic spikes with respect to the presynaptic multiplets (Froemke
and Dan, 2002; modeled by Pfister and Gerstner, 2006).

A second aim of our experiments was to search for possible
functional consequences of the plasticity induced by the TBS, in
particular by looking at reconfiguration of the spatio-temporal
structure of the cortical RE. We attempted to detect whether changes
in location and/or extent (such as displacement, enlargement or
contraction) of the subthreshold cortical RF — toward or away
from the thalamic input RF — could be correlated with changes
(potentiation or depression) of the synaptic response to the elec-
trical stimulation of the thalamus. In order to do so, the cortical

subthreshold RF was mapped before and after TBS by a forward
correlation analysis of subthreshold responses evoked during
sparse noise stimulation. For each pixel, the visually evoked PSPs
were integrated over a 50-ms moving window and the reference
optimal map was defined for the delay for which the RF extent
was maximum. Comparison of the optimal receptive field maps
recorded before and after pairings (for the same delay) was carried
out on a pixel-by-pixel basis. The two largest individual cases of RF
modification are presented in Figure 7. In the first case (Figure 7A),
a clear increase in the mPSP amplitude was induced after TBS
and this synaptic change was correlated with an enlargement of
the subthreshold cortical RE. When comparing the optimal X-Y
maps of the cortical subthreshold RF measured before (top left in
Figure 7A) and after (bottom left) TBS, the functional change is
visualized as a lateral spread of the cortical responsive zone, which
invades part of the region of the visual field in which the LGN input
was localized (yellow contour). The second example in Figure 7B
shows modifications of the composite synaptic response to a test
electrical stimulation of the thalamus (left column) and visual RF
changes (right column) induced by four successive TBS_S+ pairing
protocols in the same cortical cell. In this latter case, spatial stability
of the RF was observed when the synaptic response was unchanged
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FIGURE 6 | Interaction between theta-burst and supervised Hebbian
pairings: case examples. Three examples of the effects of TBS_S+ protocols,
where a brief (4 ms) intracellular current pulse is added in phase with the 1st
[cells (A), (B), and (C)], 2nd or 3rd [cells (B) and (C)], or 5th (cells (B) and (C)]
electrical shock of the high frequency thalamic burst (black arrow heads). Both
averaged PSPs (upper graphs) and PSTHs (lower histograms), recorded in
response to a low frequency electrical thalamic shock (vertical line) before and
after pairing, are represented with the same color codes [black for CONTROL,

red for AFTER conditioning, and blue for difference (“AFTER"-"BEFORE")]. The
imposed spike pattern during the burst is represented below, with the same
temporal scale in green, and the current pulse occurrence during S+ pairing is
indicated by a red dot. Note that in one of the cells (C), the hybrid conditioning
results in potentiation when the intracellular current coincides with the first
shock, depression when it coincides with the third shock. Potentiation is
reinstated when the current pulse coincides with the fifth shock. See text for
detailed comments.

A
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FIGURE 7 | Correlation between synaptic change induced by TBS and the
spatial reorganization of the cortical RF. (A) Cell 1. The two rows show
respectively the subthreshold RF map of aV1 cell (left inset, in blue) and its mean

PSP response to an individual LGN shock (right inset), observed BEFORE (top) and

AFTER (bottom) thalamic TBS conditioning. In the right inset, the white and red
records are respectively the PSP taken before and after TBS. In the left inset, note
in the visual X-Y maps, after TBS, the enlargement of the subthreshold cortical RF
in a spatial region in overlap with the LGN discharge field location (green contour).
(B) Cell 2. Synaptic and spatial RF changes for another V1 cell submitted to
successive conditioning protocols in which the high frequency thalamic bursts
were paired with an intracellular current injection pulse (TBS_S+). Visual maps (left

B A(RF)

+

BEFORE AFTER

A(PSP)

column) and PSPs (right columns) are displayed in the chronological order from the
top to the bottom. The 1st row depicts results obtained after aTBS_S+ (paired with
the first pulse of the burst). For the second, third, and the fourth rows, the
intracellular pulse was paired respectively with the second, fifth, and fourth pulse
of the bursts. After each conditioning, the symbols (on each side of the figure)
indicate the signs of the RF extent (left, “+" for expansion, “~" for contraction,

=" for unchanged) and the synaptic response (right side) changes. The difference
"AFTER" minus “BEFORE" of the test responses are shown as filled post-
stimulus time waveforms. Note that the successive invasion and withdrawal of
the cortical RF (green contour) from the visual LGN discharge field (yellow contour)
are consistent with the sign of the synaptic changes.
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(Figure 7B, first row), whereas enlargement or contraction of the
cortical subthreshold RF were correlated respectively with TBS-
induced synaptic potentiation (Figure 7B, third row) or depression
(Figure 7B, second and fourth rows).

The relative scarcity of these correlated observations at the single
cell level (two significant cases only out of 34 — 6%) is certainly
constrained by the fact that thalamic and cortical RFs centers were
most of the time in spatial offset and the effects too small to reach
statistical significance at the single cell level (but see population
study below). Another limitation of our protocols is that the dura-
tion of intracellular recording did not allow us time to test for pos-
sible occlusions (suggestive of shared input) between the electrical
stimulation and visually-induced synaptic activation. We could not
be sure that the contingent of synaptic responses conditioned by
the TBS were part of the afferent thalamo-cortical set recruited
during the mapping of visual responses. Because of the time vari-
ability of excitability and absolute levels of visual responses (that
may explain minute modifications of the receptive field contour),
we opted for a population analysis of the effects, presented below,
rather than for a cell-by-cell analysis.

To further analyze these results, we quantified the regional
changes of the spatial profiles of the optimal X-Y RF maps for
each cell (Figure 8) and then applied a Fourier analysis of orien-
tation-selective and direction-selective polar plots (the so-called
“sensitivity-direction-orientation” SDO analysis in Worgotter and
Eysel, 1987; see Materials and Methods). For this analysis, the center
of gravity of the RF was determined before applying TBS applica-
tion and its displacement was followed thereafter. All changes were
plotted in a polar coordinate system, centered around the cortical
RF and whose 0° axis was defined by the vector linking the corti-
cal and thalamic RFs. When pooling all the cells of the same class
(see below) together and adding the observed anisotropy vectors,

the SDO analysis gave us two quantifications of a global trend: an
IA and a polar measure of the Directionality (®) of the changes
observed at the population level. These indices correspond respec-
tively to the norm and the direction of the mean displacement
vector of the center of gravity of the cortical RE.

Most remarkably, in spite of their low statistical significance
at the single cell level, three coherent changes in visual receptive
field organization became apparent at the population level, when
the visual changes were grouped and averaged across cells which
showed comparable TBS effects. Figure 8 illustrates, from left to
right, the polar distribution of the visual effects pooled separately
for three categories of cells, which were found to be “unchanged,”
“potentiated,” or “depressed” by TBS. As shown by the vector sum
of the individual cell changes (lower row in Figure 8), the center of
gravity of the subthreshold cortical RFs of “TBS-potentiated” cells
was on average displaced toward the LGN-RF location (© = —13°,
red vector). In contrast, the same vector sum applied to cases of
“TBS-depressed” cells showed a shift away from the thalamic RF
location (© = —229°, blue vector in Figure 8). No significant dis-
placement was found for cells whose test synaptic response was
unchanged by TBS (black vector). We conclude that the functional
RF reorganization that we observed most likely results from selective
potentiation or depression of synaptic responses triggered by visual
input in overlap with the presumed RFs of the TBS-conditioned
thalamic fibers/cells.

DISCUSSION

This comparative overview of previously published covariance-
based studies and our new STDP-like theta-burst pairing experi-
ments shows that, although synaptic changes can be induced in
vivo during the recording time of single cells in both cases, the
former type of protocols generally leads to larger functional effects
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FIGURE 8 | Sensitivity-direction-orientation analysis of the spatial
reorganization of RFs induced by TBS: Population study. To quantify the
change of the RF shape, a polar SDO analysis was carried out on the visual RF
maps obtained before and after TBS (for details, see Materials and Methods and
text). Cells have been separated according to the TBS effects on the test
synaptic response to a LGN electrical shock in three groups: from left to right,
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not significantly modified (black), TBS-potentiated (red) or TBS-depressed (blue).
Upper panel shows the mean polar plots of RF anisotropy changes, and the
lower panel gives the weighted displacement vector (TBS-Non_Modified:

IA = 6.6%; DA = 81°; TBS-Potentiated: IA = 31.8%, DA = —13°; TBS-Depressed:
IA =16.3%, DA = 229°). 0° indicates shift of the recorded cortical RF center
toward the LGN-RF center, as shown by the arrow in the left cartoon.
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at the single cell level than those produced by STDP-based para-
digms, at least in the adult cat cortex (see also review in Shulz and
Jacob, 2010).

While TBS-induced functional effects that can be unambigu-
ously correlated with the artificial-stimulus induced synaptic
change are rather scarce, our experiments demonstrate that such
a stimulation protocol can indeed produce significant synaptic
changes in thalamo-cortical and cortico-cortical connections in
adult V1. Although it is generally thought that plasticity is frozen
in the anesthetized and paralyzed animal in the absence of some
supervising or behavior-related signal (Hein et al., 1970, 1979;
Buisseret et al., 1978; Frégnac, 1987), this finding per se may not
be so surprising, since the experimenter imposes an extraneous
presynaptic regime by stimulating thalamic afferents in a forced
manner. Indeed, our intracellular recordings show that theta-burst
trains can impose paroxysmic correlation states between thalamic
and cortical activities during the time of the conditioning train,
which differ strongly from those evoked by a natural sensory drive.
Figure 4 shows several examples of cortical cells, monosynapti-
cally activated from the thalamus, where the covariance between
pre- and postsynaptic activities is controlled tightly during the
burst itself: a succession of fast pre-post spiking events is observed
during the burst (right column), while polysynaptic activity in the
cortex is suppressed during the profound hyperpolarizing phase
following and separating each burst at a theta frequency (see also
Kara et al.,2002). During this silenced period, the cortex is clamped
whereas the thalamic fibers still provide an on-going bombard-
ment and the global activity pattern during the full conditioning
train shares a strong similarity with alternate S+/S— pairings in
supervised covariance-based protocols. In addition, each following
tetanic burst may benefit from the waning of presynaptic depres-
sion triggered by the after-burst GABAB inhibition, whose dura-
tion is generally shorter than the theta-rhythm period (Molyneaux
and Hasselmo, 2002).

Taken together, these observations indicate that the dynamic
changes imposed in the covariance between pre- and postsynap-
tic activities may be the key factor in predicting the outcome of
any conditioning protocol. This interpretation fits with our data,
old and new, and can be related to other pioneer adult learning
experiments in the awake behaving animal, whether supervision is
imposed externally by the experimenter (Calhusac et al., 1991), or
is mediated via self-generated attention related modulatory signals
as shown in auditory (Ahissar etal., 1992, 1996) and somatosensory
(Wang et al., 1995) cortex. In particular, Ahissar and collabora-
tors elegantly applied cross-correlation techniques to the study of
plasticity of “functional connectivity” between pairs of neurons in
the auditory cortex in awake monkeys performing a sensory dis-
crimination. The correlation of activity between two neurons was
artificially controlled by immediately activating the target cell of
the pair (the postsynaptic cell) by the presentation of its preferred
auditory stimulus, each time the other cell fired spontaneously.
Under these positive covariance conditions, reversible changes in
functional coupling could be induced only when the animal was
attentive to the tone used to control the activity of the postsynaptic
cell. These changes were short-lived, lasting only for a few minutes,
but, most remarkably, followed the covariance hypothesis predic-
tions: potentiation of the functional link was induced when the

coupling measured by cross-correlation techniques (“effective con-
nectivity” in Aertsen et al., 1989) was increased during the pairing
protocol; conversely, depression was observed when coupling was
effectively reduced during the Hebbian association period.

Other interesting parallels can be made between the various pro-
tocols presented here and specific properties of STDP demonstrated
in vitro, and may account for shared effects at a mechanistic level.
For instance, during paired recordings in vitro the STDP efficiency
in inducing LTP has been shown to require an extension of the pair-
ing constraints not only to two precisely phase-locked events, but
to higher-order patterns such as triplets (of the type “post”-“pre”-
“post” or one “pre”, two “post” according to Sjostrom et al., 2001
and modeled by Pfister and Gerstner, 2006). In our S+ protocols
in vivo, the covariance change is maintained for durations longer
than 50 ms, and pairings with multiple postsynaptic spikes do occur.
In our hybrid theta-burst and supervised Hebbian conditioning,
potentiation effects are more easily revealed when the spiking is
imposed for the last (fifth) stimulation shock during the burst. If
one compares this latter situation to the reinforcement of the first
thalamic shock in the burst, the pairing pattern is closer to a “post-
pre-post” than to the “pre-post-pre” configuration known to be less
effective in inducing potentiation (Froemke and Dan, 2002; Pfister
and Gerstner, 2006). The forced S+ pairing at the end of the burst
also benefits from the cumulative depolarization which builds-up
in some cells during the high frequency tetanus (see examples 1,
3, 4 from the top in Figure 4). It has been shown that only bursts
of action potentials above a critical frequency (100 Hz) induce
dendritic spikes (Larkum et al., 1999). Action potential bursts
need also to exceed roughly the same critical frequency to induce
STDP (Kampa et al., 2006), suggesting a threshold requirement
for dendritic spikes, and it is likely that the theta-burst pattern in
our protocol attained that frequency. Consequently, the enhanced
efficacy of the pairing during the last shock of the burst could be
explained by the fact that regenerative Ca** dependent dendritic
potentials are particularly evident in some cells by the end of a
burst (see Figure 1 in Larkum et al., 1999). For the negative cov-
ariance change, one should also note the similarity between our
S—protocols and some variants of STDP protocols used by Sjostrom
in vitro, where depression is observed when a hyperpolarization
current is added in-between current-induced spikes during high
frequency pairings. The difference still remains that during most
STDP and theta-burst protocols, presynaptic and postsynaptic
activities are phase-locked for each occurrence of the presynaptic
spike, whereas, during covariance-based protocols, presynaptic and
postsynaptic activities are controlled in two independent ways (the
stimulus feature for presynaptic activity, the current-induced for
postsynaptic firing).

Apart from these similarities, the functional impact of the two
types of protocols seems to differ, not so much in the sign of the
induced changes, but in their respective amplitude and probability
of induction. Several explanations are possible for why the rate-
based covariance manipulation experiments showed a much larger
potential for plasticity in vivo than currently reported by theta-
burst, Spike Timing-Dependent and Stimulus-Timing-Dependent
protocols (Yao and Dan, 2001; Fu et al., 2002). One possible rea-
son is linked to the local supervised vs global unsupervised nature
of some of the conditioning protocols. The imposition of a local
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perturbation, as engineered by the sole control of the postsynaptic
firing of the paired cell in our covariance-based protocols, will
induce a regional reorganization in a weakly coupled network. In
contrast, a global clamp of cortical input, as imposed by the sequen-
tial presentation of distinct features in stimulus-timing-dependent
protocols, may have a limited effect at the single cell level: in this
latter situation, a large part of the cortical network is conjointly
activated by the two sequential stimuli which often cover a large
part of the visual field and the recruitment of multiple interac-
tions may cancel the lateral spread of competitive effects. In our
S+/S— protocols, the constraints from the rest of the network in
stabilizing the columnar preference, hence the conditioned cell’s
preference, may be weaker, allowing the cell’s response to escape
locally from the global assembly behavior.

Another possible explanation is that some associativity threshold
has to be reached in adult cortex for expressing plasticity, which goes
well beyond the pairing of two single events. Although Hebbian-
like changes have been observed in the adult auditory cortex when
the awake behaving monkey is attentive (Ahissar et al., 1992), these
changes are short-lived and do not compare in strength with those
we observed in kitten V1 cortex. A similar reasoning may apply to
STDP: since the most compelling evidence for a functional role
of STDP in vivo has been mostly demonstrated during develop-
ment and in Xenopus (Tao et al., 2001; Mu and Poo, 2006), one
may question to what extent plasticity can be reliably revealed by
using similar STDP-based protocols in vivo in adult mammalian
cortex. The only comparable experiment in cat and rat V1 cortex
comes from the studies from the group of Yang Dan. In a first series
of experiments, Dan’s team devised very ingenious visuo-visual
pairing protocols where the timing of the presynaptic volley and
postsynaptic volleys were indirectly controlled by manipulating
the asynchronous timing of presentation of various features of
the visual input (orientation, position) (Yao and Dan, 2001; Fu
et al., 2002). These differential protocols relied however on the
assumption that inputs representing each of the two selected stimu-
lus features (presented sequentially) were separable in terms of
presynaptic neuronal population activation, omitting to take into
account the reverberant activity produced by each of the stimuli
at the postsynaptic level. Furthermore, the interaction of compo-
nents in the target response was not measured in these studies. A
second problematic issue is that most of the functional changes
that the group of Yang Dan reported at the single cell level were
of moderate amplitude (mean reported value of 2.8°), well below
the experimental precision of their RF or tuning curve measures
(12-15° step in Yao and Dan’s study). In spite of these limitations,
the visuo-visual pairing protocols were assessed at the population
level, under the additional assumption that the same plasticity rule
would apply across cells and high performance bootstrap tech-
niques were used to show a significant effect at the population level.
The interpretation we derive from these extracellular stimulus-
dependent-plasticity studies is that, in contrast to covariance con-
trol protocols, visuo-visual pairings produce almost undetectable
changes at the single cell level but significant incremental changes,
observable only at the population level.

More direct and sophisticated attempts have been made in vivo
with intracellular techniques. In rat V1, Meliza and Dan (2006)
achieved a “tour de force” experiment, in which the spatio-temporal

RF of each neuron was measured under voltage clamp conditions,
before and after STDP protocols. To induce modification of the RE,
the authors switched the recording to current-clamp configuration,
and repetitively paired the visual stimulus at one of the four RF loca-
tions (spaced by 11-13°) with a brief intracellular current injection
(68 ms) that forced postsynaptic spiking. This protocol can be seen
as analogous to the STDP induction protocol in rat visual cortical
slices (Sjostrom et al., 2001; Froemke and Dan, 2002), except that
presynaptic activation was caused by visual, rather than electrical,
stimulation. Modifications of the visual responses, potentiation and
depression were observed within a selectivity window of ~+50 ms,
similar to that observed in rat visual cortical slices.

Interpretation of the results obtained for positive delays is less
straightforward than for negative delays and can be questioned
in two ways: the first issue concerns the spatial selectivity of the
effect. Meliza and Dan reported significant response modifications
at the unpaired locations, which, when restricted to the potentia-
tion cases in the paired location, were uncorrelated in sign (both
potentiation and depression could be seen in the unpaired location,
see Figure 4E in Meliza and Dan, 2006 and red inset in Figure 9,
this paper) and often larger in amplitude than those induced in
the paired location. The diversity in hetero-positional effects was
found to be linked on whether the pairing was applied at the center
or the flank of the RE. From a functional perspective, the location
dependence of the RF plasticity they described seemed to favor
potentiation of the weak parts of the RF and to facilitate shifts of the
RF center to neighboring locations when stimuli at these locations
were followed by postsynaptic spiking. Nevertheless, the fact that
the amplitude of the hetero-positional effects was often larger than
that observed in the paired position and the unusually large width
of the stimulus (hence, of the spatial separation bin size between
explored positions), raise the issue of the specificity of the spatial
selectivity in the reported effects.

Comparison with the STDP literature is further complicated
by the fact that, in Meliza and Dan’s experiment, the “pre”-“post”
pairing interval is defined as the interval between the peak of the
visually evoked inward current and the peak of the postsynaptic
action potential. This convention differs from the classical defini-
tion where the “pre”-“post” interval is defined between the first
presynaptic spike or the subthreshold PSP onset, and the somatic
postsynaptic spike (see for instance Figures 2D,H in Mu and Poo,
2006). In Figure 10 we have qualitatively realigned the results of
Meliza and Dan, shown in Figure 2E of their original paper, with
the classical STDP convention (i.e., removing the average delay
from response onset to peak response), and plotted the STDP curve
as a function of the “pre”-“post” delay (where the zero time, indi-
cated by the purple dotted y-axis, signals the firing time of the first
presynaptic spike in the sensory input volley). This realignment
has two consequences: (1) the STDP curve obtained by Meliza and
Dan would still predict significant depression for negative delays;
(2) However, the outcome of the pairing for positive delays would
be highly variable on a cell-by-cell basis: for a delay window of 0
to +20 ms, as many cases of depression (n = 4) and potentiation
(n=3) would be observed. To the difference of Meliza and Dan, we
conclude that positive “pre”-“post” delays do not result in system-
atic potentiation in adult sensory cortex in vivo. A similar conclu-
sion was reached in adult rat somatosensory cortex by Shulz and
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FIGURE 9 | Re-examination of in vivo STDP. (A) Rat visual cortex, taken from
Figure 4E in Meliza and Dan (2006): change in unpaired RF region vs change in
the paired region (log-log scale) following STDP intracellular pairings (see text
for details). Each point represents an individual cell. The oblique regression line
is a linear fit calculated on all cases (potentiation and depression). The red inset
underlines the lack of spatial selectivity for potentiation effects, whose
amplitudes are often larger for the unpaired than for the paired positions.

(B) Rat visual cortex, adapted from Figure 2E in Meliza and Dan (2006): Change
in amplitude of visual response at paired location as a function of pairing
interval. Each symbol represents one cell. The x-axis coordinates of the original
plot have been inverted in sign, to make the STDP curve comparable to that
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shown in (C). “0" represents the occurrence of the peak inward current
measured in voltage clamp (VC). The purple y-axis, shifted to the left, represents
the most likely arrival time of the first presynaptic spike. The position difference
between the two-y axes corresponds to the mean delay separating the onset
from the peak input. (C) Xenopus tectum, taken from Figure 2H in Mu and Poo
(2006): STDP curve induced by repetitive single-bar stimulation in the
developing retino-tectal system of Xenopus. The graph is aligned on the
presynaptic volley onset and shows a clear partition of spike timing-dependent
depression (negative delays) and potentiation (positive delays) of tectal
responses, recorded in current clamp (CC). Each point represents the result
from one experiment.

collaborators together with the group of Dan Feldman (Jacob et al.,
2007). In summary, these different studies show for the least that
STDP-induced potentiation remains difficult to establish in vivo
in adult cortex, and that associative plasticity remains dominated
by selective depression.

This raises the question whether the impact of STDP for induc-
ing incremental strengthening in functional connectivity in adult
cortex has been largely over-stated in the literature. This effect,
expected from the consensus achieved on the basis of the in vitro
literature, may in fact be more elusive in vivo, especially in the adult
cortex (review in Shulz and Jacob, 2010). This difficulty in replica-
tion may come from the usual difficulties associated with in vivo
experiments, which constrain all experimental intracellular studies
including ours. A fair statement should be to consider that very few
unambiguous single cell cases of LTP have been published so far
in adult rodent and cat sensory cortices: in general, the duration
of the control periods are too short to exclude non-stationarities
and slow trends in synaptic efficacies are visible in the longer post-
conditioning periods of some reports. Among uncontrolled factors
in the anesthetized preparation, is the role of inhibition: it is seen as
a suppressive gate by many, which may interfere with the dendritic
spread of back propagating action potentials (Engelmann et al.,
2008). Although inhibitory interneurons modulate many neuronal
processes, the evidence for plasticity at inhibitory synapses remains
scarce. Some studies report strengthening of inhibitory synapses
in negative rate covariance regimes (Komatsu and Iwakiri, 1993;
Komatsu, 1994, 1996; Holmgren and Zilberter, 2007). Spike timing-
dependent plasticity of inhibitory synapses has been also reported
(Haas et al., 2006) as well as spike timing-dependent depression
of excitatory synapses on fast spiking inhibitory interneurons

(Lu et al., 2007). An additional factor that has to be taken into
account is the complex interaction between back propagating
action potentials and the local excitable properties of the dendritic
tree. Dendrites contain voltage-activated channels, but also they
can support fast action potential-like events mediated by voltage-
activated Na* channels, or slower, regenerative events mediated by
voltage-activated Ca** channels (Stuartetal., 1997). Due to intense
background synaptic activity in vivo, these conductances may have
aparticular impact on the spread of back propagating action poten-
tials (Sjostrom and Hausser, 2006) and eventually help or interfere
with STDP induction (van den Burg et al., 2007).

The last conclusion concerns the validity of inferences that
one may be tempted to make for the in vivo case from con-
sensual plasticity rules only substantiated in in vitro conditions
in developing networks. Many experimental reports point to
the possibility that homeostasis rules may be exacerbated in the
slice or organotypic culture preparations (review in Frégnac,
1999; Turrigiano and Nelson, 2000). The possibility for such
deafferented networks of undergoing lesion-induced or post-
traumatic forms of plasticity to recover an operational range
of synaptic efficiency may not be so readily expressed in the
intact brain. Nonetheless, deafferentation of cortical regions by
peripheral lesions lead to receptive fields reorganization that
are more readily explained by STDP than correlation rate-based
plasticity rules (Young et al., 2007). The second main difference
between the in vitro and the in vivo cases is the presence in vivo
of irregular on-going activity. This bombardment ensures a basal
level of correlation between spontaneous inputs (linked with the
high level of on-going activity in thalamus and the profusion of
recurrent intracortical circuits) and cortical cells. During sensory
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FIGURE 10 | For a diversity of plasticity rules in vitro and in vivo. (A)
Generalized Hebbian forms of plasticity. From top to bottom, Hebb's rule (top)
and the most often observed rules of homosynaptic plasticity established in
vitro and in vivo (bottom). Each graph expresses the theoretical relationship
between the induced synaptic change (positive ordinates for potentiation,
negative for depression) and postsynaptic activity at the time of the association.
The slope is proportional to presynaptic activity. The simple Hebbian rule predicts
potentiation only. The covariance rule (second from the top) and A-B-S rule (third
from the top) predict both depression and potentiation with, respectively, one
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activation, positive co-variation between pre- and postsynaptic
activities is observed without changing receptive field properties,
at least in the anesthetized and paralyzed preparation (review in
Frégnac and Imbert, 1984). In view of the relative difficulty of
inducing acute functional changes in the intact neocortex, we
proposed some 20 years ago the existence of a threshold in the
expression of STDP in vivo outside the critical period, which
accounts for the stability of synaptic weights during normal sen-
sory processing (Frégnac et al., 1988, 1994a; Frégnac, 1991). The
observation that synaptic or functional changes can be induced
by a supervised control of presynaptic (theta-burst) and post-
synaptic (STDP and Hebbian) activities, as shown here, agrees
with the view that, in the intact brain, expression of plasticity
would require some drastic reconfiguration of covariance or cor-
relation changes between pre-and postsynaptic activities, which
goes well beyond evoked changes by natural stimuli. Additional
boosting control signals are needed, such as those self-generated
by the brain under the form of attention-gated or reward-driven
processes during behavioral learning, that push the correlational
state detected by the synapse beyond the level reached during
normal sensory processing. This “correlation change thresh-
old” hypothesis would thus require that the covariance change

between pre- and postysnaptic activities during the associative
learning is large enough and is maintained long enough to push
away the operational working regime of the synapse from its
non-adaptive “read-only” state (bottom graph in Figure 10A,
taken from Frégnac, 1991; see also Ahissar et al., 1992 for an
implementation). It would be only by trespassing the required
correlation change threshold(s), that the expression of associ-
ation-induced functional changes would be validated in adult
cortex by reward or behavior.
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Synaptic plasticity has historically been investigated most intensely in the hippocampus and
therefore it is somewhat surprising that the majority of studies on spike timing-dependent
plasticity (STDP) have focused not in the hippocampus but on synapses in the cortex. One
of the major reasons for this bias is the relative ease in obtaining paired electrophysiological
recordings from synaptically coupled neurons in cortical slices, in comparison to hippocampal
slices. Another less obvious reason has been the difficulty in achieving reliable STDP in the
hippocampal slice preparation and confusion surrounding the conditions required. The original
descriptions of STDP in the hippocampus was performed on paired recordings from neurons
in dissociated or slice cultures utilizing single pairs of presynaptic and postsynaptic spikes and
were subsequently replicated in acute hippocampal slices. Further work in several laboratories
using conditions that more closely replicate the situation in vivo revealed a requirement for
multiple postsynaptic spikes that necessarily complicate the absolute timing rules for STDP.
Here we review the hippocampal STDP literature focusing on data from acute hippocampal slice
preparations and highlighting apparently contradictory results and the variations in experimental
conditions that might account for the discrepancies. We conclude by relating the majority of
the available experimental data to a model for STDP induction in the hippocampus based on a

critical role for postsynaptic Ca? dynamics.

Keywords: hippocampus, synaptic plasticity, STDP

The classic asymmetrical spike timing curve between pairs of
synaptically connected hippocampal neurons in dissociated culture
described by Bi and Poo (1998) or in organotypic slice cultures by
Debanne et al. (1998) have become synonymous with the field of
spike timing-dependent plasticity (STDP). These data have been
reproduced almost ubiquitously to demonstrate the elegance of
spike timing plasticity induction. From this seemingly straight-
forward description the story of STDP in the hippocampus has
followed a rather more complicated and tortuous route. Many
groups have taken advantage of the stalwart of plasticity research,
the Schaffer collateral to CA1 pyramidal cell synapse in the acute
hippocampal slice preparation, to further characterize the require-
ments for STDP induction. At first glance the research that has
emerged from this field is confusing with different groups show-
ing different, seemingly contradictory results regarding the exact
requirements for STDP induction. Now, as STDP in the hippoc-
ampus enters its second decade a clearer picture is starting to form
and many of the previous controversies are helping to produce a
more unified picture of STDP induction at this classic synapse and
in the hippocampus as a whole.

STDP IN THE HIPPOCAMPUS: THE DATA

Since the time of Hebb’s postulate many groups have investigated
the timing requirements for plasticity induction in the hippoc-
ampus (Levy and Steward, 1979; Gustafsson et al., 1987; Stanton
and Sejnowski, 1989; Debanne et al., 1994). Using pairs of single
presynaptic and postsynaptic action potentials Bi and Poo (1998)

and Debanne et al. (1998) were the first to fully characterize the
timing window for the induction of what we now term STDP, in
the hippocampus. They took advantage of cultured hippocampal
preparations which allow pairs of connected cells to be recorded
from with relative ease. This allows one to precisely control the
spiking of both the presynaptic and the postsynaptic neuron. In
a similar fashion, recordings between pairs of mono-synaptically
connected pyramidal neurons in cortical slices also demonstrated
reliable STDP (Markram et al., 1997; Sjostrom et al., 2001) which
raised the possibility that STDP is a general phenomenon for all
synapses exhibiting NMDA receptor-dependent synaptic plasticity.
Biand Poo and Debanne et al. demonstrated that the direction and
magnitude of synaptic plasticity could be dictated by the precise
millisecond timing of single presynaptic and postsynaptic spikes.
If presynaptic spikes precede postsynaptic spikes by up to 30 ms
(positive spike timing interval) then LTP was induced, whereas if
the presynaptic spike occurred after the postsynaptic spike (nega-
tive spike timing interval) LTD ensued. The magnitude of LTP and
LTD was greatest when the spikes were closest together leading to a
switch from maximal LTD to maximal LTP over a narrow time win-
dow of only a few milliseconds. This spike timing window offered
an extremely elegant model for plasticity induction in vivo and has
proved popular with groups modeling information storage in the
brain (e.g., Song et al., 2000; Drew and Abbott, 2006).

Recordings in dissociated hippocampal cultures have their draw-
backs, in particular the divergence of culture conditions from an
intact hippocampal network. After the initial description of STDP
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in dissociated hippocampal cultures many groups investigated
STDP timing curves in hippocampal slices. Paired Recording of
connected CA3—CA1 pyramidal cells in acute hippocampal slices is
extremely difficult owing to very low connectivity rates so this has
been restricted to organotypic cultured slices. These experiments
revealed that synchronous pairing of single presynaptic action
potentials with postsynaptic bursts of action potentials lead to the
induction of LTP whereas LTD could be induced if this stimula-
tion was given asynchronously (Debanne et al., 1996, 1999). The
use of organotypic slice culture also has its drawbacks and it is
unclear what developmental stage this cultured network represents.
As a result many groups have resorted to investigating STDP in the
acute hippocampal slice preparation through pairing extracellular
Schaffer collateral stimulation with action potential initiation in
patched CA1 pyramidal cells.

Nishiyama et al. witnessed the same STDP curve observed by
Bi and Poo, when pairing Schaffer collateral stimulation with sin-
gle post synaptic spikes in hippocampal slices from young adult
rats. They also observed an additional LTD window at positive
spike timing intervals between 15 and 20 ms. They argue that this
additional LTD window may be due to the presence of inhibitory
inputs that are lacking in cultured preparations (Nishiyama et al.,
2000). Subsequent experiments have shown that the use of Cs*ions
in the internal electrode solution by Nishiyama et al. fundamen-
tally alters the induction of synaptic plasticity by STDP protocols
(Wittenberg and Wang, 2006; Isaac et al., 2009). Indeed, other
groups have been unable to induce STDP with single postsynap-
tic spikes when using K* ion based internal electrode solutions.
Instead, the pairing of Schaffer collateral stimulation with a burst
of postsynaptic action potentials is required for the induction of
LTP in acute hippocampal slices (Pike et al., 1999; Watanabe et al.,
2002; Meredith et al., 2003; Wittenberg and Wang, 2006; Buchanan
and Mellor, 2007; Carlisle et al., 2008). The importance of postsy-
naptic bursting is also supported by the effectiveness of a variety
of burst firing stimulation protocols to induce LTP at this synapse
(Debanneetal., 1994, 1998; Frick et al., 2004; Buchanan and Mellor,
2007). The requirement for postsynaptic burst firing appears to
have a developmental profile and is critical for plasticity induction
in slices from adult animals (Meredith et al., 2003; Buchanan and
Mellor, 2007). Meredith et al. were able to induce LTP through
pairing EPSPs with single postsynaptic spikes in adult slices if fast
GABAergic inhibition was blocked. This suggests the maturation
of inhibition may underlie the requirement for postsynaptic bursts,
although this result was not replicated in other studies (Pike et al.,
1999; Buchanan and Mellor, 2007). None of the aforementioned
studies have systematically investigated the timing dependence of
presynaptic spikes with postsynaptic burst firing. For this infor-
mation we must turn to experiments on hippocampal slices taken
from immature animals (<P21).

In slices from juvenile animals spike timing induction protocols
have produced a variety of results. Pairs of single presynaptic and
postsynaptic spikes given at positive spike timing intervals have
been found to induce either; no plasticity (Buchanan and Mellor,
2007),LTD (Wittenberg and Wang, 2006; Campanac and Debanne,
2008) or LTP (Meredith et al., 2003; Buchanan and Mellor, 2007;
Campanacand Debanne, 2008) dependent on specific experimental
conditions. Several groups have described a frequency dependency

to the induction of STDP where LTP is only induced when positive
spike timing pairs are repeated at 10 Hz or greater and no plas-
ticity or a small amount of LTD is observed when positive spike
pairs are repeated at lower frequencies (5 Hz). In these cases the
spike pair repetition rate becomes the dominating factor and the
resultant plasticity is timing independent (Wittenberg and Wang,
2006; Buchanan and Mellor, 2007). Timing dependence can be
reintroduced when single EPSPs are paired with a postsynaptic
burst (Wittenberg and Wang, 2006). In contrast, two other studies
were able to induce LTP with positive spike timing pairs repeated at
lower frequencies (Meredith et al., 2003; Campanac and Debanne,
2008). The reasons for the discrepancies between results from dif-
ferent groups is not immediately apparent although it is of note
that only two of the studies (Meredith et al., 2003; Buchanan and
Mellor, 2007) made use of a control input pathway to determine
the induction of synaptic plasticity. In addition, it has been shown
that postsynaptic spiking is relatively less important than EPSP
amplitude for the induction of STDP in the immature hippocam-
pus compared to the mature network (Buchanan and Mellor, 2007).
This suggests that differences in the EPSP amplitude used during
STDP induction could explain observed discrepancies.

In all cases, although the significance of precise spike timing in
the induction of synaptic plasticity in the hippocampus is question-
able, the plasticity observed is still dependent on the coincidence
of presynaptic and postsynaptic activity as EPSPs or postsynap-
tic action potentials given on their own fail to induce plasticity.
Also, a timing window is still observed as spike timing intervals of
100 ms fail to induce any change in synaptic strength (Meredith
et al., 2003; Wittenberg and Wang, 2006; Buchanan and Mellor,
2007; Campanac and Debanne, 2008).

So, the pursuit of the elegant hippocampal spike timing curve
described by Bi and Poo seems to have lost its way. In its place we
have a variety of spike timing window shapes described by different
groups under different experimental conditions (Figure 1). But out
of this seemingly contradictory mess there seems to be a common
underlying theme that is starting to unveil a clearer picture of STDP
rules in the hippocampus.

A UNIFYING THEORY TO DESCRIBE STDP IN THE
HIPPOCAMPUS

Due to along history of plasticity research at the Schaffer collateral-
CAL1 pyramidal cell synapse much is known about the downstream
mechanisms that determine the expression of synaptic plastic-
ity. The critical trigger for plasticity is the influx of Ca** through
NMDA receptors where local peak [Ca?*] is crucial in setting levels
of CAMKII and PP1 activity (Lisman and Zhabotinsky, 2001) and
therefore determining both the magnitude and direction of the
resultant plasticity (Bienenstock et al., 1982; Lisman, 1989; Yang
etal., 1999). This increase in postsynaptic [Ca*'] is dependent on the
level of postsynaptic depolarization to relieve the Mg?* block from
NMDA receptors and many of the apparent controversies regard-
ing STDP induction in the hippocampus may be explained in this
context. In turn, postsynaptic depolarization will be influenced by a
number of factors such as action potential back-propagation, modu-
lation of dendritic membrane potential and excitability, EPSP ampli-
tude, presence of inhibitory synaptic transmission and frequency of
stimulation. We shall consider each of these factors in turn.
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FIGURE 1 | Multiple STDP timing windows in the hippocampus. Center, with postsynaptic bursts (Wittenberg and \Wang, 2006). Bottom right, LTD only
classic STDP curve originally described by Bi and Poo (1998) in dispersed window when spike timing pairs are repeated at less than 10 Hz (Wittenberg
hippocampal cultures. Top left, LTP only window when spike timing pairs are andWang, 2006). Bottom left, classic STDP window with additional LTD window
repeated at 10 Hz or greater in hippocampal slices (Buchanan and Mellor, 2007). observed with postsynaptic cesium in hippocampal slices (Nishiyama
Top right, bidirectional STDP window observed when single EPSPs are paired etal., 2000).

Bursts of action potentials produce a larger and more pro-
longed postsynaptic depolarization and therefore a much greater
spine [Ca?*] than single spikes. This results in efficient induction
of LTP (Pike et al., 1999; Buchanan and Mellor, 2007; Carlisle
et al., 2008) or conversion of LTD to LTP (Wittenberg and Wang,
2006). At longer positive spike timing intervals the postsynaptic
burst lags too far behind the EPSP to reach the threshold for LTP.
Although calcium levels are still elevated beyond those observed
for EPSPs or postsynaptic bursts alone leading to the observa-
tion of a second LTD window (Figure 1; Wittenberg and Wang,
2006). In the absence of bursts, other mechanisms for enhancing
postsynaptic excitability are required to activate NMDARs and
induce synaptic plasticity.

Depolarizing the membrane by perfusing Cs* into the neu-
ron from the patch pipette will broaden and increase the back-
propagation of somatic action potentials (Wittenberg and Wang,
2006) as well as depolarizing the membrane allowing single

postsynaptic spikes to induce STDP in adult hippocampal slices.
An additional LTD window is observed at longer positive STIs due
to the calcium levels dropping below the threshold for LTP but
not LTD (Nishiyama et al., 2000; Wittenberg and Wang, 2006).
Similarly, enhancing excitability by activation of neuromodulatory
receptors, for example muscarinic acetylcholine receptors, reduces
spike attenuation (Tsubokawa and Ross, 1997) and facilitates LTP
induction (Isaac et al., 2009). This may be particularly critical in
the slice preparation where external neuromodulatory inputs are
removed. Modulation of other ionic conductances such as the
sAHP can also regulate the induction of STDP again illustrat-
ing the critical role played by membrane excitability (Fuenzalida
et al., 2007).

The magnitude of the EPSP used to induce STDP will contrib-
ute to the depolarization seen within the spine and therefore to
NMDA receptor activation during STDP induction. This could
explain discrepancies between reports since synaptic response
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amplitude varies from EPSCs of ~50 pA (Buchanan and Mellor,
2007) to ~50-150 pA (Wittenberg and Wang, 2006) to EPSPs of
~3-5 mV (Meredith et al., 2003; Campanac and Debanne, 2008).
Larger EPSPs could produce sufficient depolarization during single
pairs of presynaptic and postsynaptic stimulation to induce LTP
(Meredith etal.,2003; Campanac and Debanne, 2008). Interestingly,
repetitive stimulation of individual suprathreshold EPSPs (EPSPs
that are large enough to induce an action potential) induces LTD
(Wittenberg and Wang, 2006) which predicts that the same will
occur for suprathreshold stimulation during extracellular recording
even at low stimulation frequencies. Also the driving of multiple
action potentials by bursts of EPSPs induces LTP (Buchanan and
Mellor, 2007). Conversely, in dissociated culture conditions EPSC
amplitude was found to be inversely correlated with LTP induction
although the EPSC amplitude range is much greater (30-2000 pA)
than that used in acute slices (Bi and Poo, 1998).

Blockade of GABA, receptors can also enhance excitability
and therefore allow the induction of LTP by single pairs of spikes
(Meredith et al., 2003). This could also explain some age dependent
effects on STDP induction since the mature GABAergic network in
adults may increase the threshold for action potential back-propaga-
tion whereas in younger animals a less mature GABAergic network
allows single spikes to back-propagate fully. However, there is also
evidence that somatically induced action potentials are unable to
provide the postsynaptic depolarization required for the induction of
LTP in slices from juvenile animals. When somatic action potentials
are blocked by focal TTX application LTP can still be induced if the
level of presynaptic stimulation is increased. This suggests that den-
dritically initiated spikes may play a critical role in the induction of
LTP in slices from younger animals (Buchanan and Mellor, 2007).

The frequency dependence of STDP in juvenile hippocampal
slices can also be explained through differences in the levels of
postsynaptic depolarization. Above a frequency of 10 Hz individual
action potentials do not repolarize back to the resting membrane
potential before the next action potential in the train (Buchanan
and Mellor, 2007). This results in a residual level of depolarization
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We review biophysical models of synaptic plasticity, with a focus on spike-timing dependent
plasticity (STDP). The common property of the discussed models is that synaptic changes
depend on the dynamics of the intracellular calcium concentration, which itself depends
on pre- and postsynaptic activity. We start by discussing simple models in which plasticity
changes are based directly on calcium amplitude and dynamics. We then consider models in
which dynamic intracellular signaling cascades form the link between the calcium dynamics
and the plasticity changes. Both mechanisms of induction of STDP (through the ability of pre/
postsynaptic spikes to evoke changes in the state of the synapse) and of maintenance of the
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INTRODUCTION

Long-term synaptic modifications have long been postulated to
occur in response to the simultaneous activation of both pre- and
postsynaptic neurons (Hebb, 1949). Recent experimental tech-
niques allow precise control over pre- and postsynaptic spiking
activity. Such experiments provide evidence at the single-cell level
that coincidence between afferent input with postsynaptic spik-
ing evokes long-term modifications. In general, presynaptic input
(onset of the excitatory postsynaptic potential — EPSP) occurring
closely before or after a postsynaptic action potential results in
maximal synaptic modification, while no plasticity occurs if the
temporal difference between both is large.

In the hippocampus (Levy and Steward, 1983; Gustafsson et al.,
1987; Magee and Johnston, 1997; Bi and Poo, 1998), the Xenopus
tectum (Zhangetal., 1998), the visual cortex (Markram et al., 1997;
Sjostrometal.,2001),and the somatosensory cortex (Feldman, 2000)
an EPSP occurring prior to the backpropagating action potential
(pre—post pairing) evokes long-term potentiation (LTP), and the
anti-causal order, i.e., the EPSP occurs after the postsynaptic neuron
spiked (post—pre pairing), leads to long-term depression (LTD).
Such a temporal order of potentiation and depression occurrence is
generally referred to as the “classical” spike-timing dependent plas-
ticity (STDP) rule. Since the early STDP experiments, numerous
studies in different brain regions and under varying experimental
conditions have revealed a plethora of STDP shapes (see Abbott and

Abbreviations: EPSP/C, excitatory postsynaptic potential/current; LTP, long-term
potentiation; LTD, long-term depression; STDP, spike-timing dependent plasticity;
CA, Cornu Ammonis area; CaMKII, calcium/calmodulin-dependent protein kina-
se II; BPAP, backpropagating action potential; VDCC, voltage-dependent calcium
channel; NMDA-R, N-methyl-p-aspartic acid receptor; mGluR, metabotropic glu-
tamate receptor; AMPA-R, oi-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate
receptor; CaM, calmodulin; PP1, protein phosphatase 1; PKA, protein kinase A;
11, inhibitor 1; cAMP, cyclic adenosine monophosphate; MAPK, mitogen-activated
protein kinase.

evoked changes (through bistability) are discussed.

Keywords: STDP, biophysical models, bistability, induction, maintenance, protein signaling cascade, calcium control

Nelson, 2000 for a review). Further studies investigating plasticity
results in response to triplets and quadruplets of spikes have high-
lighted the non-linearity of plasticity results (Bi and Wang, 2002;
Froemke and Dan, 2002; Wang et al., 2005). In this review we will
mostly focus on biophysical models accounting for the “classical”
form of STDP observed in hippocampal and neocortical pyramidal
cells as well as in retinotectal connections.

What are the biochemical mechanisms operating at the synapse
leading to the observed plasticity outcomes? Enormous experi-
mental effort has been devoted to the identification of the molec-
ular players both mediating and modulating synaptic plasticity
(Malenka and Bear, 2004). Tremendous advances have been made
in identifying which constituents take part in the induction of LTP
for pre—post pairs or LTD for post—pre pairs, for example. The
biological mechanisms underlying spike-timing synaptic plastic-
ity have furthermore inspired mathematical models that strive to
reproduce aspects of STDP results.

Other less well studied questions are: What is the nature of the
synaptic change (continuous or discrete)? What biological machin-
ery stably maintains the evoked synaptic state over time scales of
minutes to hours or more? Only a few experimental studies have
investigated synaptic changes on putative single synaptic con-
nections. These studies consistently find all-or-none switch like
events (Petersen et al., 1998; Bagal et al., 2005; O’Connor et al.,
2005b). These experiments suggest that the synapse exists in only
two states of high- and low transmission strength respectively,
and that transitions between these states can be evoked by specific
stimulation protocols.

Synapse models including protein signaling cascades often
exhibit bistability due to positive feedback loops in the modeled
pathways. In such models, synaptic changes correspond to transi-
tions between two states, and the stable maintenance of synaptic
changes is accounted for by bistability (we discuss briefly in section
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“Bi/multistable models based on alternative mechanisms” recent
models that have more than two stable states). In the absence of
bistability, changes evoked by a given stimulation protocol are
expected to decay in time. Therefore, models lacking bistability
are not expected to possess long-term memory properties at the
level of a single synapse (but see Delord et al., 2007). Alternatively,
stable memory retention has been proposed to rely on reinforcing
the LTP/LTD of a synapse through network dynamics, thus stabi-
lizing otherwise unstable synapses (Abraham and Robins, 2005;
Billings and van Rossum, 2009).

Here, we review “biophysical” models of synaptic plasticity whose
aim is to reproduce spike-timing dependent plasticity experiments
but also to understand the mechanisms that convert a given firing
pattern of pre- and postsynaptic cells into a specific synaptic change.
Such approaches are to be distinguished from purely phenome-
nological models of STDP which directly link the time difference
between pre- and postsynaptic spikes to a particular synaptic change
(see Morrison et al., 2008 for a review). In particular, we focus on
models which try to link the calcium dynamics evoked by pre- and
postsynaptic activity to observed plasticity outcomes. We discuss in
particular how specific biophysical features give rise to specific com-
ponents of the STDP outcome. We start from phenomenological
models of synaptic plasticity based purely on the dynamics of cal-
cium concentration in dendritic spines (section ‘Phenomenological
models based on calcium dynamics’). We then turn to models that
explicitly describe the protein signaling cascades that have been
shown experimentally to be involved in synaptic plasticity, with a
special emphasis on calcium/calmodulin-dependent protein kinase
IT (CaMKII)-based models (section ‘Models including biochemical
signaling cascades beyond calcium’). We point out that, unlike the
more phenomenological models based on calcium only, the detailed
models exhibit bistable behavior, which allows them to maintain
synaptic changes for (in principle) arbitrary amounts of time. Last,
we discuss how such bistable synapse models can account for spike-
timing dependent plasticity.

PHENOMENOLOGICAL MODELS BASED ON CALCIUM
DYNAMICS

An increase in postsynaptic calcium concentration is a necessary
(Lynch et al., 1983; Zucker, 1999; Mizuno et al.,, 2001; Ismailov
et al., 2004; Nevian and Sakmann, 2006) and sufficient (Malenka
et al., 1988; Neveu and Zucker, 1996; Yang et al., 1999) signal to
induce synaptic changes. We start here by briefly reviewing the
experimental evidence supporting this statement. We then turn
to discuss phenomenological models reproducing STDP plasticity
results based on the calcium concentration dynamics.

CALCIUM IS A KEY SIGNAL FOR PLASTICITY: EXPERIMENTAL DATA

In most synapses, synaptic activation leads to calcium entry in the
postsynaptic terminal through N-methyl-p-aspartic acid receptor
(NMDA-R)-channels (Koester and Sakmann, 1998; Yuste et al.,
1999; Kovalchuk et al., 2000). Backpropagating action potentials
(BPAPs) produce calcium influx through voltage-dependent cal-
cium channels (VDCCs) (Jaffe et al., 1992; Yuste and Denk, 1995;
Majewska et al., 2000; Sabatini and Svoboda, 2000). The induction
of LTP at the hippocampal Schaffer collateral - CA1 neuron syn-
apse necessitates activation of NMDA receptors (Collingridge et al.,

1983; Bliss and Collingridge, 1993), while basal synaptic transmis-
sion and the maintenance of the potentiated state are not affected by
NMDA blockade (Morris et al., 1986). The requirement of NMDA
activation for LTP induction has also been identified between thick,
tufted layer V pyramidal neurons in rat visual cortex (Artola and
Singer, 1987; Bear et al., 1992; Markram et al., 1997; Sjostrom et al.,
2001),1in layer IV to layer II/III pyramidal cell synapses in the soma-
tosensory cortex (Castro-Alamancos et al., 1995; Feldman, 2000;
Nevian and Sakmann, 2006), and in the lateral geniculate nucleus
(Hahm et al,, 1991; Mooney et al., 1993).

Long-term potentiation induction evoked by STDP protocols
also depends on the large calcium influx through NMDA-Rs in the
hippocampus (Magee and Johnston, 1997) and the somatosensory
cortex (Nevian and Sakmann, 2006). The induction of spike-timing
dependent LTD, however, is mediated by the activation of presyn-
aptic NMDA-Rs (Sjostrom et al., 2003; Bender et al., 2006; Nevian
and Sakmann, 2006). Nevian and Sakmann (2006) show in the
somatosensory cortex that burst-pairing induced LTD is independ-
ent of postsynaptic activation of NMDA-Rs, while the postsynaptic
calcium influx through VDCCs is necessary for the induction of
LTD. On the other hand, VDCC antagonists (nimodipine for L-type
channels; or Ni** for T-type channels) block spike-timing evoked
LTP without any effect on baseline EPSPs in hippocampal slices
(Magee and Johnston, 1997). In hippocampal cultures, Bi and Poo
(1998) report that blocking L-type Ca** channels (by nimodipine)
does not affect LTP induction by pre—post pairings but prevents
LTD induction in response to post—pre pairings.

Long-term potentiation and LTD rely on calcium influx through
different channels but both require postsynaptic calcium eleva-
tions (Lynch et al., 1983; Malenka et al., 1988; Neveu and Zucker,
1996; Yang et al., 1999; Zucker, 1999; Mizuno et al., 2001; Ismailov
etal., 2004; Nevian and Sakmann, 2006). One of the main conclu-
sions from those studies is that LTP is triggered by a brief increase
of calcium with relatively high magnitude, whereas a prolonged
modest rise of calcium reliably induces LTD. Neveu and Zucker
(1996) show that the release of caged-calcium by photolysis in hip-
pocampal CA1 pyramidal cells is sufficient to evoke LTP and LTD,
and that concurrent presynaptic activity is not required. Nevian
and Sakmann (2006) demonstrate that LTP and LTD are equally
sensitive to fast (1,2-bis(O-aminophenoxy)ethane-N,N,N,N’-
tetraacetic acid — BAPTA) and slow (ethylene glycol tetraacetic
acid — EGTA) Ca’* buffers loaded in the postsynaptic cell. They
conclude that the calcium sensors that trigger the long-lasting syn-
aptic changes respond to the global, volume-averaged increase in
intracellular calcium concentration rather than to local calcium
concentrations in microdomains. Note that cortical LTD involving
the activation of metabotropic glutamate receptors (mGluRs) and
retrograde signaling (see below) also requires postsynaptic calcium
elevations (Nevian and Sakmann, 2006).

MODELS BASED EXCLUSIVELY ON THE DYNAMICS OF CALCIUM
CONCENTRATION

How do synaptic modifications emerge from specific patterns of
pre- and postsynaptic spiking? We discuss in this section a first series
of biophysical models that have tried to reproduce STDP results
from the postsynaptic calcium dynamics induced by pre- and
postsynaptic activity. While such models readily account for LTD
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induction in response to post—pre pairs and for LTP in response
to pre—post pairs, they consistently observe a second LTD window
for pre—post pairs with large time differences, At, between pre- and
postsynaptic spikes.

We start by discussing the properties of postsynaptic calcium
transients evoked by spike-pairs with different A#s. An isolated
postsynaptic spike generates a short-lasting calcium transient due
to opening of VDCCs induced by the depolarization through the
BPAP (see Ar=—100 ms case in Figure 1A). Likewise, an isolated
presynaptic spike generates a long-lasting calcium transient due I
to NMDA channel opening (Figure 1A). When the presynaptic o r— U R R —
spike is immediately followed by a postsynaptic spike, the strong -100 0 tim1eo(0ms) 200 300
depolarization by the BPAP increases drastically the voltage-
dependent NMDA-R mediated calcium current due to removal B
of the magnesium block (Nowak et al., 1984; Jahr and Stevens,
1990; magenta line in Figure 1A). This supralinear superposition
of the two contributions at positive Afs is particularly apparent in
the maximal amplitude and the integral of the calcium transients
(Figure 1B). Note that the dependence of calcium dynamics on At
is not fully captured by amplitude or integral alone. In fact, varying
At changes in a pronounced fashion the amplitude histogram of
the calcium transient even in ranges where the maximal amplitude —
or the integral depend very weakly on At (compare for example —
protocols with At =—100 and —20 ms in Figure 1C). o0 0 100 200 300

In calcium-based models, the induced synaptic weight change is time lag At (ms)
determined by the time course of the calcium transients triggered by
pre- and postsynaptic spikes (Shouval et al., 2002; Cai et al., 2007). c 1
The magnitude and sign of the resulting synaptic changes are based - ﬁ} = 1%88 ms
on the calcium control hypothesis (Figure 2A) which is derived from r = At=+20 ms
experimental evidence showing that different calcium levels trigger 0. 17 - ﬁ} - :12000%33
different forms of synaptic plasticity (Yang et al., 1999; Zucker, 1999;

Mizuno et al., 2001; Ismailov et al., 2004; Nevian and Sakmann,

2006). According to this hypothesis, no modification occurs when
the calcium level is below a threshold 8, which is larger than the
resting concentration. If calcium resides in an intermediate calcium 0.001¢
range, between 6, and a second threshold 6> 6, the synaptic weight i
is decreased. Finally, if calcium increases above the second threshold,
6, the synaptic strength is potentiated (Figure 2A).

Models based on the calcium control hypothesis explains to a
large extent the spike-timing dependence of plasticity, as shown | FIGURE 1] Calcium dynamics in response to spike-pairs for different Ats.
in Figure 2, provided the maximal amplitude of the calcium tran- () Calcium transients for five different time differences between pre-

K . R and postsynaptic spikes, Ats (marked in the panel in ms). The transients are
sient for pre—post pairings at short At is larger than the poten- generated using the model for postsynaptic calcium and postsynaptic
tiating threshold 0 . Post—pre pairings evoke calcium transients membrane potential dynamics presented in Graupner and Brunel (2007). There,
which linearly superimpose and therefore yield moderate calcium the postsynaptic membrane potential is modeled using the Hodgkin-Huxley
elevations promoting LTD. Pre—post pairings result in supralinear formalism. inasingle companment. In the model, calcium influx is mediated by
.. . . . . . VDCCs (high-voltage activated l-type current) and voltage-dependent NMDA-Rs.
superpositions of the calcium transients which attain high cal- The presynaptic spike is occurring at t = 0 ms. The presynaptically evoked
cium levels required to evoke LTP. If At grows larger, the calcium calcium amplitude i 0.5 uM and the postsynaptic Ca2* amplitude is 1 UM
transients pass again through a region of moderate levels induc- (Sabatini et al., 2002). Note that the calcium amplitudes are the only parameters
ing LTD (see Figure 2C). Note that Shouval et al. (2002) assume that are changed compared to Graupner and Brunel (2007). (B) Maximal calcium
thedomiant oo i it bs NMDA-Rs(compare | 2705 51 72 o v s s
Figures 1A and 2B). They furthermore model the BPAPs with a calc’ium transigms evoked by spike—pair-s for five dh‘feren‘i Ats. The five calcium
slow after-depolarizing tail which increases the range of interaction transients shown in (A) give rise to the amplitude distributions shown in the
between the postsynaptic spike and NMDA activation by the presy- same color. The histograms are calculated by binning the calcium concentration
naptic action potential for At < 0. That interaction range defines | (binssize ACa = 0.02 M for At=~100, =20, + 100 ms, and 0.035 uM for
the width of the LTD window in their model (compare LTD range At=+20, +200 ms) and counting the number of data points whose amplitude
. . . .. . falls in each bin. The amplitude histograms illustrate the fraction of time spent at a
in Figure 2C without after-depolarizing tail, and the ITD range | ¢1ain calcium level by the calcium trace for a given At
obtained in Shouval et al. (2002), reproduced in Figure 2D).
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FIGURE 2 | Plasticity results based on calcium control hypothesis.

(A) Calcium control hypothesis. The calcium control hypothesis implies that low
calcium levels do not evoke any changes, intermediate calcium levels (between
6,and 6) depress the synapse (corresponding to an LTD event) and high
calcium transients (above ep) potentiate the synapse (corresponding to an LTP
event). Note that depression and potentiation are not sudden events but occur
with a calcium-dependent time constant, such that LTP induction is faster than
LTD induction (see Shouval et al., 2002 for more details). (B) Calcium transients
evoked by spike-pairs and mediated exclusively by NMDA-Rs. In this plot, we
use the model of Graupner and Brunel (2007), except that calcium influx occurs
through NMDA-Rs only, i.e., there is no Ca?* current mediated by VDCCs, as in
Shouval et al. (2002). Otherwise, we use the same parameters as in Figure 1,
i.e., the presynaptically evoked Ca? amplitude is 0.5 uM. Calcium transients are
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shown for four different Ats (values given in the panel in ms). The timing of the
presynaptic spike is indicated by an arrow for each particular At. The thresholds
0, (dotted line) and 0, (dashed line) from the calcium control hypothesis (see
A) are chosen appropriately, that is, large At transients do not cross any
threshold, short negative At transients cross 6, and short positive At
transients cross 0, (C) Maximal calcium amplitude as a function of At, plotted
together with the thresholds 6, (dotted line) and 6, (dashed line). (D) Plasticity
outcomes in response to spike-pairs. Spike-pairs with short positive Ats evoke
LTR Spike-pairs with short negative and with large positive Ats lead to LTD.
Figure reproduced from Shouval et al. (2002). Note the large extent of the LTD
range for short negative Ats as compared to (C). The difference is due to the
slow afterdepolarizing tail of the BPAP used in Shouval et al. (2002). See text
for more details.

Most STDP spike-pair experiments however have not found a
“second LTD window” at large positive At (but see Nishiyama et al.,
2000; Wittenberg and Wang, 2006). Shouval and Kalantzis (2005)
show that stochastic properties of synaptic transmission can mark-
edly reduce the LTD magnitude at positive time lags. The main idea
is that the NMDA-mediated calcium transients at large positive Afs
show a high level of relative fluctuations (high coefficient of vari-
ation) since the effective number of activated NMDA receptors is
small. It is shown that a low number of NMDA-Rs (~10) gives rise
to a sufficient amount of variability to average out the second LTD
window (Shouval and Kalantzis, 2005).

Adding features such as short-term depression, stochastic trans-
mitter release, and BPAP depression/facilitation to calcium-based
models allows to reproduce spike-triplet data of hippocampal
and visual cortex neurons (Cai et al., 2007). The non-linearity of
plasticity results between pre—post—pre and post—pre—post triplets is
attributed in this model to the consecutive occurrence of either two
presynaptic- or two postsynaptic spikes, respectively. Depending
on the recovery dynamics of neurotransmitter release, release
probability and the depression/facilitation dynamics of BPAPs,

two successive presynaptic spikes (in pre—post—pre triplets) and
two successive postsynaptic spikes (in post—pre—post triplets) can
generate markedly different calcium dynamics leading to different
plasticity results.

The class of models described in this section has been sur-
prisingly successful in reproducing experimental results about
spike-timing dependent plasticity, given the simplicity of the
models. However, these models leave open the question of the
mechanisms that translate a given calcium level into a particular
synaptic change.

MODELS BASED ON CALCIUM DYNAMICS AND ABSTRACT READOUT
SYSTEMS

We now turn to models that include additional dynamical variables
driven by the calcium concentration. These phenomenological vari-
ables can be seen as calcium-sensitive “detectors” mediating LTP
and LTD (Karmarkar et al., 2002; Abarbanel et al., 2003; Rubin
et al., 2005; Badoual et al., 2006). Such phenomenological detec-
tors are assumed to represent biological signaling pathways in an
abstract fashion.
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Both Karmarkar et al. (2002) and Badoual et al. (2006) account
for STDP using distinct but converging dynamical variables mod-
eling calcium- and mGIuR (see section ‘Models including bio-
chemical signaling cascades beyond calcium’)-activated pathways.
In Badoual et al. (2006), an “LTP-mediating” enzyme is activated
by large calcium transients (see Figures 3A,B). In contrast, LTD is
evoked by the coincident activation of two enzymes, one activated
by calcium and the other briefly activated by the presence of gluta-
mate (see black dashed line in Figure 3A), potentially describing a
mGluR-mediated signaling cascade. In turn, LTD occurs only when
calcium is present at the time of the occurrence of the presynaptic
spike, which is the case if the presynaptic spike is preceded by a
BPAP (see Figures 3A,B). The model also accounts for plasticity
results in response to pre—post—pre triplets in the visual cortex
(Froemke and Dan, 2002). Karmarkar and Buonomano (2002)
implement the calcium- and the mGluR pathway by assuming two
functionally distinct calcium pools. In that view, calcium influx
through VDCCs modulates the mGluR-mediated pathway lead-
ing to LTD induction, while calcium from NMDA-Rs is involved
in LTP induction.

Abarbanel et al. (2003) propose a non-linear competition
between two calcium-sensitive detectors to evoke LTP/LTD, that
is, phosphorylation and dephosphorylation processes which relate
to the o-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate
receptor (AMPA-R, see section ‘Models including biochemical
signaling cascades beyond calcium’) conductance. The half acti-
vation concentrations of the two opposing processes (described
by Hill functions) are chosen well above the calcium amplitudes
of single pre- or postsynaptic transients (Abarbanel et al., 2003).
In consequence and similar to the results of Shouval et al. (2002),
plasticity results in response to spike-pair stimulation yield LTD
for short negative Ats, LTP for short positive Afs, and a further
LTD window for large positive Afs (compare with Figure 2D,
Abarbanel et al., 2003).

Rubin et al. (2005) propose a “detector” system based on path-
ways resembling the CaMKII kinase-phosphatase system (see
below), implementing three calcium-sensitive detectors (“P”,
“A”, and “V”, see Figure 3C). In that model, high, short-lasting
calcium levels evoke LTP by activating a detector promoting the
increase of synaptic weight (“P” in their model, see Figures 3C,D).

>
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FIGURE 3 | Plasticity results based on phenomenological readout systems.
(A) Calcium- and glutamate transients evoked by spike-pairs for five different
Ats. The calcium transients are identical to the ones in Figure 1A.The
presynaptic spike occurs at t = 0 ms leading to the release of glutamate in the
synaptic cleft (black dashed line, see Badoual et al., 2006 for details).

(B) Schematic representation of the STDP curve from the biophysical models by
Karmarkar et al. (2002) and Badoual et al. (2006). An “LTD enzyme” (cyan line) is
activated by glutamate and calcium, e.g., it is represented here to be
proportional to the calcium concentration at the occurrence of the presynaptic
spike (t= 0 ms in panel A). An “LTP enzyme" (orange line) is activated by high
calcium concentrations, e.g., it is represented here to be proportional to the
maximal calcium concentration of spike-pair evoked transients. The total change
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in synaptic weight (black line) is the difference between both. See Karmarkar

et al. (2002) and Badoual et al. (2006) for more details. (C) Phenomenological
calcium detector system (Rubin et al., 2005). The three different detector
systems respond to different calcium signals (illustrated in the panel, see text).
The interactions of the detector cascades drive the evolution of the readout
variable, the synaptic weight . Green lines with circles denote activation of the
target activity, and red lines with bars signify inhibition of the target. Adapted
from Rubin et al. (2005). (D) Maximal detector levels with respect to At. The
maximal values of the detector variables (shown in C) over a spike-pair cycle is
depicted. Note the resemblance of the “D" and “P" activation with the LTP and
LTD enzyme activation, respectively, in panel (B). Figure kindly provided by
Jonathan Rubin (see Rubin et al., 2005 for more details).
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Another detector builds up in response to low and prolonged
calcium elevations (agent “A” and in turn “B”) evoking LTD above
a certain threshold. Importantly, intermediate calcium levels acti-
vate a “Veto” agent (“V”) with a fast time constant providing fast
tracking of the calcium transient. This veto mechanism suppresses
the LTD induction pathway (Figures 3C,D). The dynamics of
the “veto” mechanism prevents in particular the appearance of
LTD for large positive Ats in response to spike-pair stimulation
(see Figure 3D and Gerkin et al., 2010 for an in-depth review of
the model).

The models discussed here indicate that synaptic changes com-
bine in a highly non-linear fashion in between spike-pairs and are
most likely not a result of piecewise, linear additions of changes
evoked by single spike-pairs. Attention should be drawn to the
fact that in all the models discussed so far, the time constant of
the synaptic variable has to become essentially infinite at resting
calcium concentration for the evoked synaptic changes not to decay
after the presentation of the stimulation protocol. In the presence
of noise and/or finite time constants, such models cannot maintain
the evoked synaptic changes in a stable manner. This is in contrast to
the models described in the next section, in which bistability leads
naturally to maintenance of the evoked synaptic state.

MODELS INCLUDING BIOCHEMICAL SIGNALING CASCADES
BEYOND CALCIUM

Several specific biochemical pathways have been shown to be
involved in induction and maintenance of long-term synaptic mod-
ifications. We briefly list experimental evidence emphasizing the
role of the CaMKII kinase-phosphatase system in synaptic plastic-
ity. We also discuss another line of experimental studies suggesting
that synaptic changes are binary all-or-none transitions. We then
turn to review biochemical models investigating the dynamics of
the CaMKII system. We point out that such models generally exhibit
bistability suggesting the CaMKII system to be involved in both
induction and maintenance of synaptic changes. See Kotaleski and
Blackwell (2010) for a more general review of modeling approaches
of the molecular mechanisms underlying LTP and LTD.

PROTEIN SIGNALING CASCADES LINKING CALCIUM TRANSIENTS TO
SYNAPTIC CHANGES: EXPERIMENTAL DATA

The postsynaptic calcium signal activates a multitude of calcium-
responsive signaling cascades that have been identified to mediate
or modulate LTP/LTD induction and expression as well as learning
and memory (see review by Malenka and Bear, 2004). Here, we
review three key pathways mediating long-term changes in hip-
pocampal CA3—CA1 synapses: (i) the CaMKII-dependent cascade,
(ii) the cyclic adenosine monophosphate (cAMP)-dependent pro-
tein kinase A (PKA) cascade, (iii) and the calcineurin cascade. See
Figure 4 for a schematic depiction of the biochemical pathways.
Note that we limit the discussion to the biochemistry involved
in spike-timing dependent plasticity at the Schaffer collateral —
CA1 neuron synapse. Although synaptic plasticity in other systems
rely on different induction pathways and expression mechanisms
(e.g.,in the cerebellum, Hansel et al., 2006), the CA3—CA1 synapse
exhibits characteristics which are shared by other glutamatergic
excitatory synapses throughout the mammalian brain, including
the cerebral cortex (Kirkwood et al., 1993).

Calcium/calmodulin-dependent protein kinase Il

In its basal state, the enzymatic activity of the CaMKII towards
target proteins is extremely low. Regulation of intracellular calcium
levels allows the neuron to link neural activity with the phospho-
rylation level of CaMKII. CaMKII activation is governed by cal-
cium/calmodulin (Ca**/CaM) binding and is prolonged beyond
fast-decaying calcium transients by its autophosphorylation (Fink
and Meyer, 2002). Autophosphorylation of CaMKII at the autoreg-
ulatory domain occurs after calcium/calmodulin binding to two
neighboring subunits in the CaMKII holoenzyme ring and enables
the enzyme to remain autonomously active after dissociation of
calcium/calmodulin (Hanson and Schulman, 1992). See reviews
by Hudmon and Schulman (2002) and Griffith (2004) for more
details of the regulation of CaMKII activity.

In its activated state, CaMKII is reversibly translocated to a
postsynaptic density (PSD)-bound state where it interacts with
multiple LTP related partners structurally organizing protein
anchoring assemblies (Shen and Meyer, 1999; Hayashi et al., 20005
Fink and Meyer, 2002; Lisman et al., 2002; Colbran, 2004). The
direct phosphorylation of the AMPA receptor GluR1 subunit by
CaMKII enhances AMPA channel function (Mammen et al., 1997;
Derkach et al., 1999), and drives AMPA receptors into synapses
(Hayashi et al., 2000 see also review article by Lisman et al., 2002).
Mutated mice lacking the ability of CaMKII autophosphorylation
exhibit profound deficits in hippocampus-dependent learning and
memory and also completely fail to exhibit LTP induction in the
hippocampal CA1 subfield under standard stimulation protocols
(Giese et al., 1998). Furthermore, LTP induction in the hippoc-
ampus via spike-timing stimulation protocols is blocked in the
presence of KN-62, a specific blocker of CaMKII which binds
to the enzyme and blocks the activation by calcium/calmodulin
(Wang et al., 2005).

The role of CaMKII beyond induction of synaptic long-term
modifications remains controversial. Enzymatic activity of CaMKII
decreases to baseline within ~15 min after LTP induction (Lengyel
et al., 2004). This is in agreement with recent findings indicating
that autonomous CaMKII activity is not required for LTP mainte-
nance or for memory storage/retrieval in vivo (Buard et al., 2010).
In contrast, Sanhueza et al. (2007) show that a non-competitive
inhibitor of CaMKII can reverse LTP suggesting that a compo-
nent of synaptic memory maintenance is attributable to CaMKII
in CA1l synapses.

Cyclic adenosine monophosphate-dependent protein kinase A

The cAMP-dependent PKA cascade is thought to mediate synapse
to nucleus signaling and seems to initiate synthesis of proteins
and RNA during the late phase of LTP induction in the hippoc-
ampal area CA1 (on time scales > 1 h; Abel et al., 1997; Nguyen
and Kandel, 1997). These studies suggest that the early phase of
LTP induction and basal synaptic transmission are not affected
by cAMP-PKA inactivation. In hippocampus to prefrontal cortex
connections however, LTP induction is accompanied by a rapid
increase in PKA activity during the early phase (Jay et al., 1998).
Also for the CA3—CA1 pathway, LTP induction by high-frequency
stimulations can be blocked by inhibiting postsynaptic cAAMP—PKA
in contrast to the experimental results above (Blitzer et al., 1995,
1998). The requirement of PKA for LTP induction can be overcome
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FIGURE 4 | Protein signaling cascades involved in LTP/LTD. The figure
shows biochemical pathways that have been identified to be involved in LTP/LTD
induction and maintenance at the Schaffer collateral - CA3 neuron synapse.
Light blue arrows indicate transport of the corresponding entity. Light green
connections indicate stimulation of target activity. Squares at the end of light
green connections indicate that the stimulation is due to phosphorylation of the

— 1 dendrite

target. Red connections depict inhibition of target activity through
dephosphorylation (indicated by a bar at the end of the connection) or binding
(indicated by the diamond at the end of the connection). The yellow triangles
illustrate neurotransmitter binding to receptors located in the postsynaptic
density. Note that the spatial proportions between spine, dendrite, and soma are
not preserved. See text for more details.

by direct inhibition of postsynaptic phosphatases (Blitzer et al.,
1995), suggesting that PKA gates LTP by blocking/or competing
with protein phosphatases (see below).

The calcium-sensitivity of the PKA pathway relies upon
calcium/calmodulin-initiated conversion of adenosine tri-
phosphate into cAMP by adenylyl cyclase (Cooper et al., 1995).
Elevation of cAMP, in turn, activates the cAMP-dependent PKA
(Carr et al., 1992; Glantz et al., 1992). Stimulating this pathway
by increasing the adenylyl cyclase activity is shown to induce LTP
in hippocampal slices without the requirement for any electrical
stimulation, an effect that can be blocked with PKA inhibitors
(Freyetal., 1993). Similarly, overexpression of adenylyl cyclase in
transgenic mice enhances LTP and learning (Wang, 2004). Though
PKA directly phosphorylates the AMPA receptor GluR4 subunit,
both PKA activity and CaMKII activity are necessary to incorpo-
rate AMPA-Rs into the cell membrane (Esteban et al., 2003).

The signaling cascade continues towards the nucleus through
the mitogen-activated protein kinase (MAPK). PKA activates
this enzyme after hippocampus-dependent learning in mice.
Furthermore, MAPK inhibitors block the maintenance of LTP
(Waltereit and Weller, 2003; Sweatt, 2004). This cascade targets the

cAMP-responsive element-binding protein (CREB) in the nucleus
and therefore governs the expression of LTP/memory effector pro-
teins (Bozon et al., 2003; Chen et al., 2003). These results indicate
that this branch of the cAMP-dependent signaling cascade plays a
key role during the late phase of LTP most likely accompanied by
altered gene expression (Goelet et al., 1986; Alberini et al., 1995).

Calcineurin

Experimental results indicate that the sign of hippocampal synaptic
plasticity is regulated by the balance between protein phosphoryla-
tion and dephosphorylation mediated by PKA and calcineurin,
respectively. Consistent with this idea, overexpression of calcium/
calmodulin-dependent calcineurin in the forebrain of transgenic
mice is found to impair an intermediate and PKA-dependent phase
of LTP, as well as the transition from short- to long-term memory
and memory retrieval (Mansuy et al., 1998; Winder et al., 1998).
On the other hand, inhibition of calcineurin activity facilitates LTP
in vitro and in vivo in a PKA-dependent manner (Malleret et al.,
2001). Consistent with these findings, LTD evoked during STDP
stimulation by post—pre spike-pairs is blocked in the presence of
calcineurin inhibitors while the same blockade unmasks potentia-
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tion for spike-triplets (Wang et al., 2005). Similar results are found
for presynaptic stimulation protocols of varying frequencies induc-
ing LTD atlow (1 —10 Hz) and LTP at high frequencies (10 —100 Hz)
in control conditions (O’Connor et al., 2005a). A kinase inhibitor
(inhibiting CaMKII and protein kinase C) blocks LTP and reveals
LTD for 1 —100 Hz stimulation protocols. On the other hand, a
phosphatase inhibitor (blocking protein phosphatase 1, PP1, and
protein phosphatase 2A) prevents LTD for intermediate stimulation
frequencies (1 —10 Hz) but leaves LTP induction unchanged at high
stimulation frequencies ( > 10 Hz; O’Connor et al., 2005a).

The results discussed so far suggest that the kinase and the phos-
phatase pathways interact at one or several points in the signaling
cascade. A possible converging point of the cAMP-PKA and the
calcineurin pathways is inhibitor 1 (I1, see Figure 4). Evidence for the
role of I1 as a point of convergence is: (i) Hippocampal LTD induc-
tion involves calcium/calmodulin-dependent calcineurin dephos-
phorylating I1 (Mulkey et al., 1994), (ii) Synaptic stimulation that
induces cAAMP-dependent LTP raises the amount of phosphorylated
I1 in the CA1 region (Blitzer et al., 1998). This increase is dependent
on PKA activity since it is blocked by PKA inhibitors. Phosphorylated
11 is a specific blocker of PP1 (Ingebritsen and Cohen, 1983). Hence,
the differential calcium-dependent activation of the calcineurin
and the cAMP-PKA pathway is expressed in the phosphorylation
level of I1 which in turn inhibits PP1 in its phosphorylated state.
During the induction of hippocampal LTD, the inactivation of I1
through dephosphorylation increases PP1 activity (Mulkey et al.,
1994). Disruption of PP1 binding to synaptic targeting proteins is
reported to block synaptically evoked LTD but does not affect basal
synaptic transmission in CAl pyramidal cells. PP1 has no direct
access to synaptic AMPA-Rs, but it is the only phosphatase able to
dephosphorylate CaMKII in the PSD (Strack et al., 1997).

Which molecular pathways underlie spike-timing dependent
plasticity in other brain areas? LTD seems to involve retrograde
signaling to the presynaptic terminal in the visual and the somato-
sensory cortex (Sjostrom et al., 2003; Nevian and Sakmann, 2006).
Both postsynaptic calcium elevations mediated by VDCCs as well
as the activation of mGluRs are necessary for such LTD induc-
tion. An application of a mGluR antagonist results in a complete
block of LTD but has no effect on the calcium transients (Nevian
and Sakmann, 2006). This block of LTD is attributable to the dis-
ruption of the G-protein coupled cascade involving retrograde
endocannabinoid signaling (Piomelli, 2003; Sjostrom et al., 2003,
2004; Nevian and Sakmann, 2006). Calcium in turn modulates the
efficiency of the G-protein coupled phospholipase C-dependent
pathway which synthesizes endocannabinoids (Hashimotodani
etal., 2005; Maejima et al., 2005). Note that a mGluR- and postsy-
naptic calcium-dependent form of LTD has also been found at the
Schaffer collateral — CA1 synapse (Stanton et al., 1991; Bolshakov
and Siegelbaum, 1994; Otani and Connor, 1998). The simultaneous
presence of two seemingly independent LTD-inducing pathways,
that is, a mGluR- and a PP1-dependent cascade, at Schaffer col-
lateral — CA1 synapses sparks ongoing debates (Lisman, 2009).
Some of the controversy might be settled in light of a recent study
showing that in contrast to PP1-dependent LTD (Debanne et al.,
1996), multiple converging Schaffer collateral inputs are required
for the induction of mGluR-dependent LTD in a CA1 pyramidal
cell (Fan et al., 2010).

More proteins have been suggested to be related to LTP/LTD,
such as protein kinase C, phosphatidylinostiol 3-kinase, tyrosine
kinase Src to name just a few of them (see reviews by Bliss and
Collingridge, 1993; Malenka and Bear, 2004). Apart for the path-
ways involving CaMKII and associated proteins, the signal trans-
duction pathways involved in triggering long-term synaptic changes
remain elusive with many potential players but few definite answers
about specific roles in induction and maintenance mechanisms.

NATURE OF SYNAPTIC CHANGES — EXPERIMENTAL EVIDENCE FOR
BISTABLE SYNAPSES IN THE HIPPOCAMPUS

We now turn to experiments which address the nature of synaptic
changes and suggest that these changes are switch-like all-or-none
transitions, consistent with a bistable system.

In experiments on long-term synaptic modifications, LTP (resp.
LTD) refers to a long-lasting increase (resp. decrease) of the EPSP
recorded at the soma of the postsynaptic neuron after the stimula-
tion protocol. LTP/LTD protocols typically involve the stimulation
of alarge number of afferents — the recorded signals and changes in
EPSP size stem therefore from an ensemble of synapses and reflect
properties of a compound signal. For this reason, most of the plas-
ticity experiments provide no insights into the nature of synaptic
changes at the single-synapse level. A few plasticity experiments at
the Schaffer collateral — CA1 synapse address the question whether
synaptic strength changes occur in an analog or a digital manner
(Petersen et al., 1998; O’Connor et al., 2005b). In other words, is
the size of the EPSP at the level of a single synapse changing con-
tinuously or can it take specific values only (despite the variability
due to neurotransmitter release, diffusion, and channel opening)?
If the latter is true, can the synapse take two, three, or more states?
In the most simple case of two stable states, the synaptic efficacy
can be considered a binary variable in the long-term.

Experiments by Petersen et al. (1998) and O’Connor et al.
(2005b) address this question using a minimal stimulation tech-
nique on Schaffer collateral — CA1 connections, whose aim is to
evoke single-synapse responses (Raastad, 1995; Bolshakov and
Siegelbaum, 1995; Stevens and Wang, 1995; Isaac et al., 1996). The
excitatory postsynaptic current (EPSC) size increases abruptly dur-
ing the LTP stimulation protocol and decreases abruptly during
the LTD protocol (Figure 5A, O’Connor et al., 2005b). Applying
statistical tests to this change in EPSC size leads the authors to
the conclusion that the changes are all-or-none, sudden switch-
like events, taking place on the time scale of seconds (O’Connor
et al., 2005b). They show furthermore that these events saturate
synapses to full potentiation or depression. That means that once
a synapse got potentiated it cannot be potentiated a second time,
but the potentiation can be reversed by a subsequent LTD induc-
tion protocol. Accordingly, a second LTD induction protocol can-
not decrease EPSC size further suggesting that the investigated
synapse has two stable states, that is, the synapse is binary. Results
obtained by Petersen et al. (1998) on potentiation of putative single-
synapses reach the same conclusion, but LTD induction has not
been considered in this study. Bagal et al. (2005) use glutamate
uncaging paired with brief postsynaptic depolarization and report
long-lasting potentiation of single dendritic spines in hippocampal
CAL1 cells. This potentiation shares many features with conventional
LTP such as a dependence on NMDA activation and the ability to
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be reversed, or depotentiated, in a NMDA-R-dependent manner by
low-frequency stimulus trains. Again, potentiation was expressed
in a stepwise, all-or-none manner.

These experimental results suggest that synapses can be described
as occupying two states of low- or high transmission efficacy (see
Figure 5B). These states can be termed DOWN and UP states,
respectively. In that framework, LTP corresponds to a transition
from the DOWN to the UP state, while LTD corresponds to a tran-
sition from the UP to the DOWN state. This implies that potentia-
tion or depression observed in experiments involving stimulation of
ensembles of synapses are a combination of multiple step-like events
of single synapses. LTP (resp. LTD) experiments on such an ensemble
start from a mixture of states and can either partially or maximally
potentiate (resp. depress) all connections (O’Connor et al., 2005b).
Therefore, smooth plasticity curves (such as STDP curves) can be
obtained through averaging over multiple synapses of otherwise
discrete single synaptic changes (Appleby and Elliott, 2005).

A key mechanism proposed for the expression of LTP involves
an increase in the number of functional AMPA-Rs in the plasma
membrane (see reviews by Malenka and Nicoll, 1999; Malinow and
Malenka, 2002) or the phosphorylation state of AMPA-Rs (Benke
etal., 1998; Lee et al., 2000, 2003; see also review by Soderling and
Derkach, 2000) or both. Consequently, binary changes would imply
that synaptic changes always involve a cluster of AMPA receptors,
inserted all at once in the membrane (see scheme in Figure 5B and
review by Lisman, 2003). Note that the number of AMPA recep-
tors in the PSD of a spine is believed to vary from none for silent
synapses to around 50 (Kennedy, 2000).

As a means of information storage, graded synaptic changes
(Bienenstock et al., 1982; Oja, 1982) are more susceptible to drift
due to biochemical noise (e.g., protein turnover) and ongoing neural
activity than all-or-none binary changes (see, e.g., discussion in
Petersen etal., 1998). Thus synaptic discreteness might help to make
information storage in a neural network robust. However, we should
emphasize that the experiments described in this section are limited
to time scales on the order of minutes. On longer time scales, step-
like changes of synaptic strength might give way to events like altered
gene expression that may take a more continuous character.

BISTABLE MODELS BASED ON THE CaMKII KINASE - PHOSPHATASE
SYSTEM
We now turn to review a line of modeling research addressing the
issue of maintenance of the evoked synaptic state during the early
phase of LTP/LTD. The mathematical studies presented here show
that detailed biochemical models of protein networks often exhibit
bistability and therefore behave as bistable switches. Positive feed-
back loops are at the origin of such switches which express in the
simplest form two stable states. Those stable states are proposed to
maintain evoked synaptic states beyond stimulation protocols.
As outlined above, the expression of plasticity involves multiple
molecular players. Molecules, however, have a short lifetime of
the order of minutes to days, whereas some memories can be
retained for years. Despite the fact that long-term modifications
involve structural reorganization, altered gene transcription and
new protein synthesis in the late phase (see review by Malenka
and Bear, 2004), the question remains how the induced state can
be preserved by a machinery involving a limited number of pro-
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FIGURE 5 | The bistable synapse. (A) Unitary plasticity events take place in
single, reversible steps. The depicted synaptic changes are measured in
hippocampal CA1 neurons in response to minimal stimulation of the Schaffer
collateral pathway. Putative single-synapse responses (EPSCs) recorded
before, during (shaded region) and after the LTP (above, left-hand side) and the
LTD (above, right-hand side) stimulation protocol are shown as a function of
time. To illustrate the immediate step-like transitions 10-response bins are
grouped and aligned with respect to the point of transition at t = 0 min for the
LTP (below, left-hand side) and the LTD (below, right-hand side) event (figure
adapted from O’Connor et al., 2005b). (B) Scheme of a bistable synapse. A
bistable synapse exhibits two stable states - DOWN and UP - at resting
calcium levels, i.e., transitions between both states are not possible (or
happen with vanishingly low probability) at resting calcium levels. The UP and
the DOWN states are characterized by high and low synaptic strength,
respectively. Since intracellular calcium elevations are a necessary and
sufficient signal to induce LTP and LTD, transitions from the DOWN to the UP
state (LTR, cyan arrows) supposedly occur during high amplitude calcium
transients, while transitions from the UP to the DOWN state (LTD, light green
arrows) occur if the system is exposed to moderate calcium concentrations
for a long time (left panel). Low and high calcium transients activate protein
phosphatases and protein kinases, respectively, whose activation switch the
system between the UP and the DOWN states. The two discrete states are
likely expressed by different numbers of functional AMPA receptors in the
membrane in the hippocampus (right panel). See text for more details.

Normalized EPSC size
N

teins in the presence of protein turnover. Here, we also discuss
models which show that bistable switches formed by an ensem-
ble of proteins can recruit newly synthesized proteins to adopt a
particular “stored” state and thus retain state information despite
molecular turnover.

The problem of synaptic stability is first noted by Crick (1984)
who suggests that cooperative interactions among proteins can
overcome the problem of molecular turnover for long-term mem-
ory. The idea of a molecular switch storing information beyond
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protein lifetime is further developed by Lisman (1985). By using
known enzymatic reactions, he shows in a simple mathematical
model that a kinase can exist in two stable states: a unphosphor-
ylated “off” state and a phosphorylated “on” state. Transitions from
“off” to “on” can be induced by another phosphorylating kinase
and the evoked state acts autocatalytically to sustain the phospho-
rylation level and to phosphorylate downstream kinases. Reverse
transitions could be induced by phosphatase activity. The first can-
didate protein proposed to be at the origin for such a switch is the
CaMKIL. Theoretical studies in the late 1980s show that the complex
holoenzyme composed of 12 subunits can exhibit a switch-like
behavior due to calcium-independent autophosphorylation even
in the presence of phosphatase activity and of protein turnover
(Lisman and Goldring, 1988).

We now turn to the description of a specific mathemati-
cal model of CaMKII autophosphorylation/dephosphorylation
behavior (Zhabotinsky, 2000, see also Okamoto and Ichikawa, 2000
for a closely related model). This model shows that the CaMKII
protein can exhibit a bistable phosphorylation behavior in a range
of calcium concentrations. It includes crucial biochemical details

of calcium-triggered autophosphorylation and dephosphorylation
of the CaMKII protein: (i) initial and subsequent phosphorylation
steps are calcium—calmodulin dependent; (ii) subsequent phos-
phorylation steps are facilitated due to the increase in calcium/
calmodulin affinity of a phosphorylated subunit and the fact that
a phosphorylated subunit stays active as catalyst for the auto-
phosphorylation reaction (see section ‘Protein signaling cascades
linking calcium transients to synaptic changes: experimental data’
and Hudmon and Schulman, 2002); and (iii) the dephosphor-
ylation of CaMKII subunits by PP1 is implemented according
to the Michaelis—Menten scheme (Michaelis and Menten, 1913).
These features lead to three steady-states of the CaMKII phos-
phorylation level in a range of calcium concentrations: a stable
weakly phosphorylated steady-state (i.e.,a DOWN state), a stable
highly phosphorylated state (i.e.,an UP state) and an intermediate
unstable fixed-point (see Figure 6B). This unstable steady-state
separates the basins of attraction of the two stable steady-states.
The range of bistability is shown to potentially include the rest-
ing calcium concentration, providing stability of UP and DOWN
states at resting conditions.
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FIGURE 6 | Bistability of the CaMKIl phosphorylation level. (A) Total
phosphorylation (black lines) and dephosphorylation rates (cyan lines) illustrating
the steady-states of the system. The overall phosphorylation and
dephosphorylation rates are shown as functions of the total number of
phosphorylated subunits of CaMKII holoenzymes. The intersection points of
both rates characterize balanced phosphorylation and dephosphorylation and
mark the steady-states of the system. Depending on the relative position of
both curves, there can be either a single stable steady-state present (I and lll), or
three steady-states (Il). When three steady-states are present, two of them are
stable (an "UP" state with a high phosphorylation level, and a “DOWN" state
with low phosphorylation level) and the intermediate steady-state is unstable.

(I) only the DOWN state is stable when dephosphorylation is strong, and/or
phosphorylation is weak (left-hand panel), (Il) bistability occurs if phosphorylation
and dephosphorylation are balanced (middle panel), (lll) the UP state is the only
stable state if dephosphorylation is weaker than phosphorylation (right-hand
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panel). Note that the dephosphorylation rate saturates and the phosphorylation
rate vanishes at high total phosphorylation levels. See text for more details.

(B) Concentration of phosphorylated CaMKII subunits as a function of calcium in
detailed biochemical models (Okamoto and Ichikawa, 2000; Zhabotinsky, 2000).
In such models, the phosphorylation level of the CaMKIl exhibits a bistable
behavior. That is, two stable phosphorylation states —a weakly and a highly
phosphorylated state — exist in a range of calcium (region Il, middle panel

in A, Cac[0.094,0.67] uM, gray area, adapted from Zhabotinsky, 2000). Stable
steady-states are depicted by full red lines and unstable fixed points by the
dashed line. UP to DOWN transitions occur below the left-hand boundary of this
bistable region (region 1), and DOWN to UP transition are evoked if the system is
exposed during a sufficiently long interval to calcium concentrations higher than
the right-hand boundary of the bistable region (“LTP window region Ill). In
Zhabotinsky (2000) the bistable region includes the calcium resting
concentration Ca, = 0.1 pM. Reproduced from Zhabotinsky (2000).
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What is the mechanism of the bistability in the phosphoryla-
tion behavior of CaMKII subunits? This question can be answered
by inspecting the total rates of autophosphorylation and dephos-
phorylation of CaMKII subunits. Figure 6A shows schematically
how both rates vary as a function of the total number of phos-
phorylated subunits. The intersection points, the points where the
total autophosphorylation rate balances the total dephosphoryla-
tion rate, mark the three steady-states of the system (Figure 6A,
middle panel). The left- and the right-hand steady-states are stable
and the middle one is unstable. Two criteria are necessary for
these three intersection points to emerge: (i) The total dephos-
phorylation rate has to saturate at high phosphorylation levels
(see cyan lines in Figure 6A). Such a saturation naturally occurs
if dephosphorylation is described according to the Michaelis—
Menten scheme, which is valid if the enzyme (PP1) is present
in small amounts compared to the substrate (phosphorylated
subunits). (ii) The cooperativity of autophosphorylation is at the
origin of the bump-like behavior of the total autophosphoryla-
tion rate. Subsequent phosphorylation in the ring is faster than
the initial autophosphorylation rate since only a single calcium/
calmodulin complex is required as compared to two for the initia-
tion step (Hudmon and Schulman, 2002). Without this facilitation
of autophosphorylation, the total rate would stay constant with
increasing number of phosphorylated CaMKII subunits and the
three intersection points with the dephosphorylation rate could
not be realized. In summary, the saturation of the phosphatase
activity dephosphorylating CaMKII combined with the coopera-
tivity of the autophosphorylation rate yields the bistability of the
CaMKII phosphorylation level.

These mathematical models have a number of limitations.
First, they are strictly speaking valid only in the limit of a large
number of interacting molecules. Only a relatively small number
of CaMKII proteins are however present in a typical PSD — of the
order 50 —100 holoenzymes (Harris and Stevens, 1989; Hanson
and Schulman, 1992; McNeill and Colbran, 1995; Doi et al., 2005).
Furthermore, the average lifetime of a single CaMKII protein is
about 30 h independently of its phosphorylation state (Ehlers,
2003). This raises the question of the stability of the CaMKII switch
with respect to stochastic fluctuations induced by protein turnover.
Miller et al. (2005) investigate this question using the model of
Zhabotinsky (2000), and show that the CaMKII switch composed
of a realistic number of CaMKII protein is stable for years even
in the presence of protein turnover, phosphatase as well as free
calcium fluctuations.

Second, the localization of CaMKII is not restricted to the PSD,
but translocation and diffusive exchange between the PSD and the
cytosol create an ongoing flux (Shen and Meyer, 1999; Shen et al.,
2000; Sharma et al., 2006). This raises the question of how these
exchanges affect the stability of the CaMKII switch. Hayer and
Bhalla (2005) investigate both the stability of the CaMKII switch
and the insertion of AMPA receptors in the presence of protein
trafficking and turnover. Besides the bistability of the CaMKII
phosphorylation level, they identify an independent AMPA recep-
tor switch based on self-recruitment of receptors into the synapse
(Ehlers, 2000; Esteban et al., 2003). Depending on whether both
switches function completely independently, or tightly coupled
determines if three or two stable states exist in such a system,

respectively. The average lifetime of such switches depends on the
coupling and ranges from 24 h to more than a year (Hayer and
Bhalla, 2005). The existence of a second switch besides CaMKII
ensuring the maintenance of AMPA receptors in the membrane
could be a means to maintain the evoked synaptic state on longer
time scales. This is a crucial issue since CaMKII enzymatic activity
decreases to baseline within ~15 min after LTP induction (Lengyel
et al., 2004; see above).

Finally, several experimental studies have shown that in some
cases LTD is not a simple reversal of previously evoked LTP (termed
depotentiation) but rather involves separate biochemical mecha-
nisms (Zhuo etal., 1999, see also section ‘Protein signaling cascades
linking calcium transients to synaptic changes: experimental data’).
To account for these experimental results, there should be at least
three states available to the synapse: a “basal state”, a potentiated
state, and a depressed state. Depotentiation would correspond to
the transition from potentiated to basal, while LTD would be the
transition from basal to depressed. Pi and Lisman (2008) propose
a model which accounts for bidirectional changes starting from a
basal state of the synapse. They demonstrate that the coupling of
a kinase (e.g., CaMKII) and a phosphatase switch (e.g., protein
phosphatase 2 A, PP2A) could give rise to tristability of the syn-
apse. Both switches stably maintain the induction of LTP and LTD
through respective autocatalytic reactions (compare with Lisman,
1985). The phosphatase switch is proposed to be based on PP2A
since LTD induction results in persistent activation of the PP2A
(Thiels et al., 1998).

STDP IN CaMKII-BASED BISTABLE MODELS

Using the knowledge about biochemical pathways involved in the
induction of synaptic changes and the existence of bistability in such
networks, two recent studies have investigated STDP in CaMKII-
based models (Graupner and Brunel, 2007; Urakubo et al., 2008).
These two studies describe known protein signaling cascades pro-
viding the link between the calcium level and the phosphorylation
level of the CaMKII protein (see Figure 4), whose phosphorylation
level exhibits bistability. In addition, Urakubo et al. (2008) describe
AMPA receptor trafficking which translates CaMKII bistability into
bistable synaptic conductance since AMPA-Rs are clustered in the
PSD through phosphorylation by CaMKII.

The calcium control hypothesis (Figure 2A) implies no synaptic
changes for resting and low calcium levels, LTD at intermediate
calcium levels and LTP induction at high calcium elevations. These
three functionally different calcium regions translate for a bistable
system into the following three criteria: (i) UP and DOWN states
should exist at resting and low levels of calcium. This requirement
assures the stability of the evoked synaptic state under resting con-
ditions and activity which does not lead to considerable calcium
accumulations. (ii) Prolonged, intermediate calcium elevations
should move the system from the UP to the DOWN state. Such
transitions would take place in the range of calcium levels typically
presentin response to LTD stimulation protocols. Starting from the
DOWN state, no transition should occur. Note that such a “LTD
region” does not exist in Zhabotinsky (2000) and Okamoto and
Ichikawa (2000) (compare Figure 6B). (iii) Repetitive exposures
to high calcium levels should move the system from the DOWN to
the UP state. Such a transition conforms to a LTP event occurring
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in response to fast and high calcium transients (“LTP window” in
Figure 6B). In contrast, no transition should occur in such condi-
tions if the system resides initially in the UP state.

Realistic calcium transients evoked by spike-pairs with short
positive Ats move the CaMKII system from the weakly to the highly
phosphorylated state, that is, LTP occurs corresponding to criterion
(iii) above (Figures 8B,C) (Graupner and Brunel, 2007; Urakubo
et al., 2008). In both models, such high calcium transients boost
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CaMKII autophosphorylation and inhibit PP1 activity dephospho-
rylating the CaMKII protein (Figure 8A). High calcium concen-
trations have previously been shown to move the CaMKII system
from the DOWN to the UP state (Okamoto and Ichikawa, 2000;
Zhabotinsky, 2000, see “LTP window” Figure 6B).

In addition, both Graupner and Brunel (2007) and Urakubo
etal. (2008) show that the parameters of the protein signaling cas-
cade can be set such that there is a region at intermediate calcium
levels within which the CaMKII moves from the UP to the DOWN
state (see Figure 7C, region II). That region, called “LTD-window”,
emerges from an elevation in active PP1 which in turn stems from
the calcium-dependent activation of the calcineurin pathway (see
section ‘Protein signaling cascades linking calcium transients to
synaptic changes: experimental data and Figure 7). Importantly,
calcium transients in response to spike-pairs with short negative
Ats are shown to amplify PP1 activity leading to LTD transitions,
which corresponds to criterion (ii) above (Figures 8A,B) (Graupner
and Brunel, 2007).

Both studies show that STDP plasticity results can be accounted
for (at least on short time scales, see Obs. 1 in Figure 8C) if the
balance between calcineurin- and cAMP—PKA activation results in
high PP1 activity for post—pre pairs and low PP1 activity together
with strong autophosphorylation for pre—post pairs (Figure 8A)
(Graupner and Brunel, 2007; Urakubo et al., 2008). The studies
differ however in the way how that differential response is obtained.
Graupner and Brunel (2007) demonstrate that the activation of
the calcineurin pathway at intermediate calcium concentrations
and of the cAMP-PKA pathway at high calcium concentrations

FIGURE 7 | Steady-states of the protein signaling cascade and the
CalVIKIl phosphorylation level exhibiting bistability and an “LTD
window”. (A) Calcineurin and cAMP-PKA activities as a function of calcium.
The model assumes that the calcineurin pathway activates at moderate
calcium levels, while the cAMP-PKA pathway activates at high calcium levels.
See Figure 4 for a depiction of the signaling cascades. (B) Phosphorylated 11
and PP1 activities as a function of calcium. The activation of the calcineurin
pathway at intermediate calcium levels promotes |1 dephosphorylation (green
line) and in turn activation of PP1 activity (magenta line). Activation of the
cAMP-PKA pathway at high calcium levels promotes |1 phosphorylation and
thereby PP1 inhibition. The differential activation of calcineurin vs. cAMP-PKA
gives therefore rise to a peak of PP1 activity at intermediate calcium levels.
(C) Steady-states of the phosphorylated CaMKIl subunit concentration and
the autophosphorylation — dephosphorylation balance as functions of calcium.
The upper row illustrates rings of six functionally coupled subunits of the
CaMKII holoenzyme. A gray subunit stands for dephosphorylated and a green
one for phosphorylated. The green and the gray curved lines indicate
calcium-dependent autophosphorylation and PP1-mediated
dephosphorylation, respectively. Their width corresponds to the strength of
the respective process in the three different calcium regions (I, Il, and Ill). At
low calcium levels, including the calcium resting level (region 1),
autophosphorylation and dephosphorylation balance each other at two
different CaMKII phosphorylation levels, giving rise to bistability at resting
calcium (Ca, = 0.1 pM, lower panel). The PP1 activity dephosphorylating
CaMKIl has a peak at intermediate calcium levels (magenta line in panel B). As
aresult, the UP state loses stability, leaving the weakly phosphorylated state
as the only stable steady-state in region I (“LTD window"). The PP1
dephosphorylation activity is suppressed and autophosphorylation is strong at
high calcium levels (“LTP window region Ill). Consequently, the highly
phosphorylated state is the only stable state of the CaMKII system in region
IIl. The resting calcium concentration is indicated by the dashed black line in all
panels. Figures are adapted from Graupner and Brunel (2007).
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is sufficient to obtain the STDP curve (Figures 7A and 8B). They
show in particular that the stronger cAMP-PKA pathway activa-
tion due to higher calcium elevations for large positive At proto-
cols acts like a realistic veto preventing LTD transitions to occur
in this range (compare Figures 3C,D, and Rubin et al., 2005). In
contrast, Urakubo et al. (2008) suggest time-difference sensitive
allosteric kinetics of the NMDA receptor to be at the origin of STDP
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results. Based on experimental data, they include the suppression
of NMDA-R-mediated currents by calcium/calmodulin binding in
their model (Ehlers et al., 1996; Rycroft and Gibb, 2004). In order
to achieve a timing-dependent suppression of NMDA-Rs, they
assume that calcium/calmodulin suppresses rapidly glutamate-
unbound NMDA-Rs but suppresses slowly the glutamate-bound
NMDA-R. This allosteric model leads to inhibition of calcium
influx for post—pre pairs activating PP1, and boosts calcium influx
for pre—post pairs resulting in PKA activation in conjunction with
CaMKII autophosphorylation (Figure 8A). Urakubo et al. (2008)
show furthermore that their allosteric model predicts correctly
the direction of synaptic plasticity in response to spike-triplet and
-quadruplet stimulation as obtained in the visual cortex (Froemke
and Dan, 2002).

The shape of the STDP results in response to spike-pair
stimulation in bistable models depends on the initial distribution
of synapses across UP and DOWN states. All synapses are initially in
the DOWN state and no noise is present in the model by Urakubo
etal. (2008). Their long-term plasticity results are therefore discrete
showing deterministic DOWN to UP transitions for pre—post pairs
with short Ats (Figure 8C, Obs. 2). Graupner and Brunel (2007)
assume an equal initial occupation of UP and DOWN states, that
is, 50% of the synapses are initially in the UP and 50% in the
DOWN state. Together with noisy calcium transients, they obtain
smooth STDP results reflecting stochastic transitions for pre—
post and post—pre pairs with short time differences (Figure 8B).
Note that O’Connor et al. (2005b) find that 71  11% of Schaffer
collateral-CA1 synapses could potentiate or were unable to depress,

FIGURE 8 | Transition dynamics of the CaMKIl phosphorylation level in
response to the STDP protocol as a function of At. (A) The total level of
PP1 activity after the presentation of a pre- and postsynaptic spike-pair as a
function of At (gray line), and the maximal rate of phosphorylation of a CaMKII
subunit for the same protocol (green line). Note the resemblance of the PP1
activity and the phosphorylation rate as a function At to the activity of the
“LTD" and the “LTP"” enzymes in Figure 3B, and to the "P" and “"D"
activation in Figure 3D, respectively. Adapted from Graupner and Brunel
(2007). (B) CaMKlI transition behavior in response to the STDP stimulation
protocol (Graupner and Brunel, 2007). Bidirectional transitions between the
DOWN and the UP states in response to calcium transients evoked by the
STDP stimulation protocol are illustrated in the upper row. Up-to-down
transitions occur when PP1 activity is high and autophoshorylation reaches
moderate levels (see panel A) which is the case when At < 0 (lower panel).
At > 0 stimulation protocols yield large calcium elevations which strongly
activate autophosphorylation and suppress PP1 activity (see panel A) evoking
down-to-up transitions (lower panel). The CaMKII transition results are
summarized in the lower panel for stimulation with deterministic calcium
transients (black line) and noisy calcium transients (cyan line). Results
adapted from Graupner and Brunel (2007). (C) CaMKII transition behavior in
response to the STDP stimulation protocol (Urakubo et al., 2008). As in (B)
transitions between the DOWN and the UP state in response to STDP
stimulation are illustrated in the upper row. Note that all CaMKI| proteins are
initially in the DOWN state (blue triangle). As a result, only down-to-up
transitions are observed for short positive Ats, despite the fact that the
steady-states of the phosphorylated CaMKII also exhibit a “LTD window”
(compare with Figure 7C). Spike-timing dependent synaptic conductance
changes are shown at 2 min (Obs. 1) and at 60 min (Obs. 2) after the onset of
stimulation (lower panel). Synaptic changes show a continuous character
right after the deterministic stimulation protocols (Obs. 1), while the changes
are discrete on the long run due to bistability (Obs. 2). Results adapted from
Urakubo et al. (2008).
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and 29 £ 11% of the synapses could depress or were unable to
potentiate, suggesting that synapses initially occupy both states
but with unequal probabilities.

In summary, the CaMKII system can reproduce experimentally
observed transition behavior in response to the STDP spike-pair stim-
ulation protocol. The bistability of the CaMKII kinase — phosphatase
system allows furthermore to stably maintain the evoked state.

BI/MULTISTABLE MODELS BASED ON ALTERNATIVE MECHANISMS

The models discussed so far generate bistability through the prop-
erties of the CaMKII kinase — phosphatase system. However, other
potential mechanisms giving rise to bistability have been described
in recent years, and we discuss them shortly in this section. We also
mention models with more than two stable states — three in prac-
tice. In such models, multistability is generated through coupling
of several bistable switches.

The CaMKII kinase — phosphatase system discussed so far is
only a part of the extensive protein signaling network at the syn-
apse (Bhalla and Iyengar, 1999). Bhalla and Iyengar (1999) account
for the convergence of mGluR- and NMDA-R-activated pathways
based on known interactions involving a multiplicity of proteins
(such as protein kinase C and MAPK, for example). It is shown
that positive feedback loops in such protein networks give rise to
bistability. In contrast to the studies outlined in the previous sec-
tion, the intrinsic activation and the intrinsic enzymatic properties
of single proteins are not resolved in Bhalla and Iyengar (1999)
(the intersubunit autophosphorylation of CaMKII is not described
at length, for example). Instead, two types of signal transmission
mechanisms are implemented: (i) protein—protein interactions as
well as enzymatic reactions such as protein phosphorylation and
dephosphorylation; (ii) and protein degradation or production of
intracellular messengers.

Castellani et al. (2009) describe the two step phosphorylation
cycle of AMPA receptors using enzymatic Michaelis—Menten equa-
tions. Phosphorylation steps occur through PKA and CaMKII activ-
ity and both dephosphorylation steps are mediated by PP1, the
concentration of which are used as input variables of the system.
The non-linearity of the Michaelis—Menten description endows
the system with bistability depending on the CaMKII concentra-
tion. The receptor exists in the dephosphorylated state only at low
CaMKII concentrations; in its phosphorylated state at high CaMKII
concentrations; and can exist in both states at intermediate CaMKII
levels. Castellani et al. (2009) use furthermore a stochastic formula-
tion of their phosphorylation scheme to investigate the stability of
the states at low receptor numbers and in the presence of noise.

Similarly, Delord etal. (2007) propose a one-step phosphorylation
cycle of a substrate “S” (e.g., synaptic AMPA-Rs). Phosphorylation
and dephosphorylation are mediated by kinases and phosphatases,
respectively, and their respective rates are calcium-dependent. The
maintenance of plastic modifications relies on negligible reaction
rates in basal conditions, that is, the de- and phosphorylation rates are
on the order of 1/month at resting calcium concentrations. Moreover,
Delord et al. (2007) show that information coding and memory
maintenance are robust to stochastic fluctuations in their model.

The late phase of LTP involves the synthesis of new proteins
(Frey et al., 1988; Kang and Schuman, 1996). Aslam et al. (2009)
demonstrate that self-sustained regulation of translation can form

a bistable synaptic switch that persistently regulates the onsite syn-
thesis of plasticity-related proteins. In particular, they model the
CaMKII - cytoplasmic polyadenylation element-binding protein
(CPEB1) molecular loop which stably increases the local CaMKII
concentration at the potentiated synapse. Protein—protein interac-
tions are implemented based on standard Michaelis—Menten-type
kinetics in that approach.

The phosphorylation of the AMPA receptor by CaMKII enhances
synaptic AMPA channel function (Mammen et al., 1997; Derkach
et al., 1999; Hayashi et al., 2000). Hayer and Bhalla (2005) show
that the combination of a CaMKII- and a AMPA receptor switch
can lead to tri- or bistability, depending on whether both switches
function completely independently, or tightly coupled, respectively.
The independent AMPA receptor switch in that model is based on
self-recruitment of receptors into the synapse (see discussion of the
Hayer and Bhalla, 2005 model at the end of section ‘Bistable models
based on the CaMKII kinase — phosphatase systeny’). Similarly, Pi
and Lisman (2008) obtain tristability through coupling of a bistable
kinase- and a bistable phosphatase switch (see discussion of Piand
Lisman, 2008 at the end of section ‘Bistable models based on the
CaMKII kinase — phosphatase system’).

Another possibility for bistability to arise is the modulation of
trafficking rates due to local clustering of receptors in the synaptic
membrane (Shouval, 2005). Contrary to the approaches described
above, the stability of synaptic efficacies stems from local interac-
tions between individual receptors within a single synapse in that
model. This leads to metastable states that can outlast the lifetime
of individual receptors, thus providing a mechanism for long-term
maintenance of bidirectional synaptic changes.

Besides the existence of bi- and multistability, the question
whether experimental stimulation protocols known to induce LTP/
LTD evoke transitions between the stable steady-states has not been
tested in these models.

DISCUSSION

We reviewed here biophysical models describing how pre- and
postsynaptic activity patterns can translate into changes of syn-
aptic efficacy and how those changes can be maintained persist-
ently. We compared several classes of models that incorporate an
increasing amount of biological details. A first class of models are
based on calcium dynamics, with the possible addition of “read-
out” variables that translate information contained in the local
calcium transients into experimentally observed plasticity results.
Those models account for induction of STDP, but leave open the
question of the maintenance of synaptic changes over long time
scales. A second class of models include explicitly specific protein
signaling cascades present at the synapse. These models typically
feature bistability, which allows them to stably maintain evoked
synaptic changes over long-time scales. Furthermore, several mod-
els belonging to this class have been shown recently to be able to
reproduce experimentally observed STDP results.

The studies discussed here share a number of common fea-
tures. Pathways decreasing synaptic strength (e.g., protein phos-
phatases) activate at intermediate calcium levels, while pathways
increasing synaptic strength (e.g., protein kinases) activate at high
calcium levels. This is embodied in the calcium control hypothesis
(Figure 2A) but it is not sufficient to account for STDP experiments
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that do not see a second LTD range at positive Ats (see Figure 2).
Models with effectively three calcium-triggered pathways (“P”, “A”,
and “V” detectors in Rubin et al., 2005; calcineurin, cAMP-PKA,
direct CaMKII phosphorylation pathways in Graupner and Brunel,
2007) or with the inclusion of converging pathways other than cal-
cium (mGluR-mediated pathways in Karmarkar and Buonomano,
2002 and Badoual et al., 2006; allosteric kinetics of NMDA receptors
in Urakubo et al., 2008) have been proposed to yield LTD at short
negative Ats and LTP at short positive Afs only.

The detailed biophysical models discussed here predict that syn-
apses should have a small number of stable states (two in the sim-
plest case). Whether synapses are bistable or not is a controversial
issue. At first sight, it seems difficult to accept the idea of a binary
system on the basis of recorded synaptic changes, which show a
continuous character in most experiments (Dudek and Bear, 1992;
Bi and Poo, 1998; Ngezahayo et al., 2000). However, continuous
changes can be reconciled with binary individual synapses, if one
takes into account stochasticity inherent in synaptic processes and
the fact that stimulation protocols typically comprise ensembles of
synapses (Appleby and Elliott, 2005; Graupner and Brunel, 2007).
The all-or-none potentiation behavior, which one would expect
from a bistable synapse, can therefore only be revealed during
stimulation of single synapses (Petersen et al., 1998; Bagal et al.,
2005; O’Connor et al., 2005b). Bistability has been observed experi-
mentally in a number of distinct biochemical systems (Degn, 1968;
Naparstek et al., 1974; Eschrich et al., 1980; Frenzel et al., 1995).
It allows to durably store information in a noisy environment in
which a continuous variable would progressively deteriorate due
to ongoing perturbations.

One implication of bistability at the level of a single synapse is
that TP is the reversal of LTD and vice versa. Experimentalists have
however reported several types of decrease in synaptic strength.
LTD (decrease of efficacy from “basal” strength) and depotentia-
tion (decrease of efficacy after potentiation) have been considered
to be two distinct processes. Some of the differences between the
two can be reconciled in bistable models by considering that a
“basal” condition is likely to be a mix of synapses in the UP and
the DOWN state. In CA3—CA1 hippocampal synapses, 71% of
synapses seem to be initially in the DOWN state, and the remain-
ing 29% in the UP state (O’Connor et al., 2005b). This difference
in UP and DOWN state occupations gives in principle rise to a
higher probability to evoke LTP than LTD. Furthermore, a LTD
protocol will decrease synaptic strength by provoking up-to-down
transitions in some synapses that were initially in the UP state.
On the other hand, the initial conditions are different in depoten-
tiation protocols because a larger fraction of the synapses are in
the UP state. However, some studies indicate that depotentiation
and LTD might operate through different molecular mechanisms
(Zhuo et al., 1999; Lee et al., 2000; Jouvenceau et al., 2003). More
complex models than the ones discussed here would be necessary
to account for these experimental data with respect to induction
and maintenance of synaptic changes (see discussion of Pi and
Lisman, 2008 at the end of section ‘Bistable models based on the
CaMKII kinase — phosphatase system’).

The CaMKII-based models discussed here suggest that the sig-
naling cascades involved in the early phase of LTP/LTD (<60 min)
also maintain the evoked synaptic changes on the long run via bist-

ability. Another possibility for stable memory storage could be that
the protein synthesis mechanisms recruited during the late phase
of LTP/LTD (Krug et al., 1984; Frey et al., 1988) are bistable (see
Aslam et al., 2009), while the early mechanisms triggering those
changes are not. Such a possibility has been investigated in models
of synaptic tagging and capture (Clopath et al., 2008; Barrett et al.,
2009). These models account for the synapse-specific capturing of
plasticity-related proteins that are synthesized in the cell body and
globally available. In both models, the consolidation mechanism
involved in the late phase of synaptic plasticity exhibits bistability
(or quasi-bistability through very slow time scales in Barrett et al.,
2009).

All the models presented here focus on STDP outcomes evoked
with spike-pairs. Few of these studies address plasticity results in
response to spike-triplets or -quadruplets (Rubin et al., 2005;
Badoual et al., 2006; Urakubo et al., 2008), and none of those inves-
tigate the rate dependence of STDP results, i.e., how do plasticity
results change if the frequency of the spike-pair presentation is
varied (see Sjostrom et al., 2001; Wittenberg and Wang, 2006). It
remains to be shown that the proposed signaling cascades account
for experimental plasticity results obtained with all these distinct
stimulation protocols. Furthermore, it remains to be elucidated
how differences in the underlying biochemical machinery at a syn-
apse give rise to different plasticity results in different brain areas
in response to a given stimulation protocol (e.g. compare STDP
results obtained in the hippocampus: Magee and Johnston, 1997;
Bi and Poo, 1998; the cortex: Markram et al., 1997; Sjostrom et al.,
2001; or a cerebellum-like structure Bell et al., 1997, for example).
Biophysically detailed models can help to obtain insights into such
differences by elucidating which component of the models is related
to which property of the plasticity outcome. Finally, one future
challenge for such synapse models remains to investigate synaptic
plasticity in response to naturalistic activity patterns occurring
in vivo.

All the studies discussed here focus on the direction and ampli-
tude of synaptic changes. To our knowledge, none of the studies
has investigated the underlying temporal dynamics of synaptic
changes in detail. O’Connor et al. (2005b) report that synaptic
changes are sudden switch-like events, taking place on the time
scale of seconds. LTP transitions occur on average 1.3 min after the
onset of the stimulation protocol and LTD transitions on average
after 3.1 min (O’Connor et al., 2005b). In the experiments of Bagal
etal. (2005), the step-like potentiation event occurs =38 s after the
pairing pulse and when it occurs it is expressed in less than 10 s.
How can the underlying protein signaling cascades give rise to such
temporal dynamics? What defines how many presentations of a
certain stimulation pattern are required to evoke a transition? That
also relates to the question of how synaptic changes are summed
up across individual stimulation patterns? Continuing effort from
experimentalists and modelers is required to answer those ques-
tions, which relate to the underlying time course of learning in
the intact brain.

The models reviewed here account for protein signaling cascades
local to one synapse. However, CaMKII, for example, is actively
translocated to the PSD upon synaptic activation (Strack et al.,
1997; Schulman, 2004; Merrill et al., 2005). Experiments show
furthermore that spines are not biochemically isolated compart-
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ments but interact with each other in an activity-dependent manner
(Harvey etal.,2008). As a result, LTP at individual synapses reduces
the threshold for potentiation at neighboring synapses (Harvey and
Svoboda, 2007). How competition or positive feedback between
synapses can lead to sparse or clustered plasticity models of memory
storage on single dendritic branches remains to be addressed in the
models outlined here.

We reviewed here biophysical models of single synapses. A chal-
lenge for future modeling studies is to insert such synaptic dynam-
ics in networks, in order to understand how they affect network
dynamics and how they allow networks to durably store information
provided by external inputs. A prerequisite for such an endeavor
would be to derive simplified models (i.e., described by the small-
est possible number of variables) that keep the main qualitative
features of the biophysically detailed models (i.e., bistability, abil-
ity to reproduce plasticity outcomes seen in experiment). Work in
this direction is in progress (Graupner and Brunel, in preparation).

An interesting question is whether and how the emerging synaptic
connectivity patterns in such models will be different from studies
implementing phenomenological spike-based learning rules based
on spike-pairs or -triplets (reviewed in Morrison et al., 2008). Such
investigations should further advance our understanding of the role
of synaptic plasticity in shaping the spatio-temporal dynamics of
recurrent networks and thereby memory formation.
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While it has been appreciated for decades that synapse location in the dendritic tree has a
powerful influence on signal processing in neurons, the role of dendritic synapse location
on the induction of long-term synaptic plasticity has only recently been explored. Here, we
review recent work revealing how learning rules for spike-timing-dependent plasticity (STDP)
in cortical neurons vary with the spatial location of synaptic input. A common principle appears
to be that proximal synapses show conventional STDR whereas distal inputs undergo plasticity
according to novel learning rules. One crucial factor determining location-dependent STDP is
the backpropagating action potential, which tends to decrease in amplitude and increase in
width as it propagates into the dendritic tree of cortical neurons. We discuss additional location-
dependent mechanisms as well as the functional implications of heterogeneous learning rules
at different dendritic locations for the organization of synaptic inputs.
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INTRODUCTION

Cortical pyramidal neurons receive thousands of synaptic inputs
distributed across an extensive dendritic tree. Rather than con-
ducting synaptic events to the spike initiation zone unaltered,
dendrites passively and actively shape the postsynaptic response
to presynaptic input (Hédusser and Mel, 2003; Stuart et al., 2008).
Synaptic integration can be regulated by a number of dendritic
phenomena, including cable filtering (Rall, 1964), activation and
modulation of various ion channels (Migliore and Shepherd,
2002; Magee and Johnston, 2005; Nusser, 2009) and dendritic
spike generation (Spruston, 2008). Because passive electrotonic
propagation is generally weak, and active processes are often
non-uniformly distributed throughout the dendritic arbor, one
important determinant of the net strength of a given synapse
is its dendritic location (Stuart and Spruston, 1998; Cash and
Yuste, 1999; Magee and Cook, 2000; Segev and London, 2000;
Hiusser et al., 2001; Reyes, 2001; Tamas et al., 2002; Williams
and Stuart, 2002).

Synaptic strength is not fixed, but can be altered by the pattern
of neural activity (Buonomano and Merzenich, 1998; Feldman,
2009). In particular, repetitive pairing of pre- and postsynaptic
action potentials (pre/post spike pairing) can induce persistent
changes in synaptic strength depending on the temporal order

and timing of pre/post pairing. Long-term potentiation (LTP)
is induced at many glutamatergic synapses when presynaptic
activity occurs just before postsynaptic spiking in the target cell
(pre — post pairing). This timing can be viewed as causal, since
the synaptic depolarization may contribute to eliciting the postsy-
naptic action potential. Conversely, long-term depression (LTD) is
usually induced when the postsynaptic cell fires before the presyn-
aptic input (post — pre pairing). These Hebbian forms of LTP and
LTD are collectively known as spike-timing-dependent plasticity
(STDP), because the sign and magnitude of changes in synaptic
strength are dependent on the precise (millisecond) timing of pre/
post spiking (Magee and Johnston, 1997; Markram et al., 1997;
Bi and Poo, 1998; Debanne et al., 1998; Abbott and Nelson, 2000;
Feldman, 2000; Song et al., 2000; Sjostrom et al., 2001; Froemke
and Dan, 2002; Kampa et al., 2006; Letzkus et al., 2006; Froemke
et al.,, 2010).

Various forms of STDP have been observed in a variety of
species, ranging from insects to humans. Despite the appar-
ent generality of the STDP learning rule across synapses (Dan
and Poo, 2006), there is considerable variability in the precise
timing requirements for STDP induction, especially for LTD.
Furthermore, several recent studies in cortical pyramidal neu-
rons have revealed that the exact formulation of the temporal
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window for spike-timing-dependent LTD depends on dendritic
location (Froemke et al., 2005; Letzkus et al., 2006; Sjostrom and
Hiusser, 2006).

Here we review the dendritic factors that influence the induc-
tion of cortical STDP and set the timing requirements for associa-
tive synaptic plasticity. These include passive dendritic properties,
action potential backpropagation, NMDA receptor (NMDAR)
activation, and active processes such as dendritic spikes. We then
discuss experimental and theoretical work on the selective targeting
of synaptic inputs to different dendritic locations. Other related
topics such as plasticity of dendritic excitability, branch formation
and spine growth (Magee and Johnston, 2005; Sjostrom et al., 2008;
Holtmaat and Svoboda, 2009) will not be covered here. We focus
on experiments in cortical brain slices, which have revealed basic
differences in the size and shape of the STDP window at proximal
and distal dendritic synapses. Spatial gradients for STDP along den-
dritic trees may be important for the development and functional
organization of cortical synapses, the structuring of synaptic inte-
gration and information processing within dendritic sub-regions,
and defining the receptive field properties of cortical neurons.

LOCATION DEPENDENCE OF STDP: HEBBIAN AND ANTI-
HEBBIAN LEARNING RULES

Dendritic geometry, ion channels, and receptor distributions
interact to control the local voltage at a given synapse, which as
we discuss below is a dominant factor in determining the mag-
nitude of long-term synaptic modifications. As action potential
backpropagation and postsynaptic processing of excitatory postsy-
naptic potentials (EPSPs) are both spatially regulated in dendrites of
cortical neurons, it has been proposed that the sign and magnitude
of STDP will depend on the dendritic location of synaptic input
(Sourdet and Debanne, 1999).

Three experimental studies have recently provided evidence for
location-dependent differences in STDP learning rules in neocorti-
cal pyramidal neurons (Froemke et al., 2005; Letzkus et al., 20065
Sjostrom and Hiusser, 2006). Together, these experiments have
shown that synapses proximal to the cell body, where backpropa-
gating action potentials are large and narrow, express conventional
STDP in which pre — post spike pairing induces LTP (for relatively
short inter-spike intervals of ~25 ms) and post — pre pairing leads
to LTD (for inter-spike intervals of ~50 ms). At synapses more distal
from the soma, however, the timing requirements for pre/post pair-
ing shift such that the magnitude, and eventually the sign, of syn-
aptic modifications during STDP at distal synapses is profoundly
different from that found at proximal inputs (Figure 1).

Sjostrom and Hausser (2006) and Letzkus et al. (2006) both
observed a spatial gradient of STDP along the apical dendrites
of layer 5 pyramidal neurons. For these experiments, EPSPs were
evoked in postsynaptic layer 5 pyramidal neurons either by direct
depolarization of a connected presynaptic layer 2/3 pyramidal neu-
ron, or by focal stimulation of synaptic inputs at varying distances
along the apical dendrite. Importantly, the rise time of the EPSP
recorded at the soma was used as an indicator of the distance of
synaptic inputs from the soma, allowing accurate determination
of the dendritic location for a given synapse (Jack et al., 1971).
For synapses close to the cell body (<100 pm), STDP induced by
pre/post pairing was Hebbian: pre — post spike pairs induced

LTP and post — pre pairing induced LTD (Figures 1A,B). But
as dendritic distance increased, the amount of LTP induced by
pre — post pairing gradually decreased to zero, and at more distal
synaptic locations (>500 um) pre — post pairing induced robust
LTD. LTD at these distal synapses could be converted to LTP if
postsynaptic action potentials were paired with dendritic depo-
larization (Sjostrom and Héusser, 2006), which can boost action
potential backpropagation (Larkum et al., 2001; Stuart and Héusser,
2001). Similarly, dendritic depolarization converting a single action
potential to a high-frequency burst by generation of a dendritic
calcium spike (Larkum et al., 1999b) could convert LTD to LTP
(Letzkus et al., 2006). Consistent with a role of dendritic spikes in
LTP induction, at distal synapses action potential bursts above the
critical frequency for dendritic calcium spike generation (Larkum
etal., 1999a) lead to LTP during post — pre pairing (Letzkus et al.,
2006). A similar observation has been made for inputs onto basal
dendrites of layer 5 pyramidal neurons (Kampa et al., 2006). This
frequency dependence of STDP induction is reminiscent of earlier
findings (Markram et al., 1997; Sjostrom et al., 2001). The observa-
tion that post — pre pairingleads to LTD of proximal synapses, but
can induce LTP at distal inputs when inputs were paired with high-
frequency action potential bursts (Figure 1B), suggests a gradual
shift of the timing requirements for STDP along the apical dendrite
of layer 5 pyramidal neurons. Together with work in basal dendrites
(Gordon et al., 2006; Kampa et al., 2006), these studies show that
synapses located in the distal dendrites of layer 5 cortical pyramidal
neurons express anti-Hebbian STDP timing rules, where LTD can
be switched to LTP by boosting action potential backpropagation
(Sjostrom and Hiusser, 2006), the generation of dendritic spikes
(Kampa et al., 2006; Letzkus et al., 2006), or by pairing NMDA
spikes with brain-derived neurotrophic factor (BDNF) application
(Gordon et al., 2006).

Similarly, for lateral connections within layer 2/3 of develop-
ing visual cortex, the magnitude of STDP at more distal synapses
(>100 pm from the soma) was found to be about half that of proxi-
mal synapses (<50 pm from the soma) (Froemke et al., 2005). In
addition, the temporal window for spike-timing-dependent LTD
of distal layer 2/3 synapses was much wider than that of proxi-
mal synapses (Figure 1C). As a result, during post — pre pairing
between —50 and —100 ms LTD was induced at distal (Figure 1C,
right) but not proximal inputs (Figure 1C, center).

BACKPROPAGATING ACTION POTENTIALS AND

DENDRITIC EXCITABILITY

What factors govern the size and shape of the STDP time window
at different dendritic sites? The amplitude and time course of the
electrical events that cooperate to induce STDP — that is, EPSPs and
postsynaptic action potentials — themselves depend on dendritic
location. This implies that the local depolarization experienced by
individual synapses during pre/post pairing will be affected not only
by the temporal dynamics of pre- and postsynaptic spike trains, but
also by the distance of synaptic inputs from the site of action poten-
tial initiation. Because the degree of postsynaptic depolarization
is an important parameter controlling the induction of long-term
synaptic plasticity (Zucker, 1999; Wespatat et al., 2004; Lisman and
Spruston, 2005; Urakubo etal., 2008; Feldman, 2009), it is likely that
the timing requirements for STDP will depend on the combined
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voltage change at the synapse when pre/post spikes are paired at
different time intervals (Sjostrom et al., 2001; Froemke et al., 2005;
Sjostrom and Hiusser, 2006). Thus the basic learning rules for

STDP are likely to be determined in part by the biophysical factors
within dendrites that regulate action potential backpropagation
and local EPSP amplitude and kinetics.
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After being initiated in or near the axon initial segment (Coombs
etal., 1957; Fuortes et al., 1957; Palmer and Stuart, 2006; Meeks and
Mennerick, 2007; Shu et al., 2007; Schmidt-Hieber et al.,2008), action
potentials backpropagate into apical and basal dendrites of cortical
pyramidal neurons (Stuart and Sakmann, 1994; Antic, 2003; Kampa
and Stuart, 2006; Nevian et al.,2007). Usually, these backpropagating
action potentials become smaller in amplitude and broader in width

with increasing dendritic distance from the soma (Figures 2A-D).
This occurs due to passive current spread as described by cable theory
(Rall, 1964). Neuronal cell membranes are leaky, giving rise to rapid
attenuation of electrical signals along dendrites (Stuart and Spruston,
1998; Williams and Mitchell, 2008). In cerebellar Purkinje cells, for
example, somatic action potentials decrease in size by 80% or more
within the first 100 um (Stuart and Héusser, 1994).
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The dendrites of many central neurons, however, contain a
variety of voltage-activated ion channels that support and regulate
action potential backpropagation. As opposed to Purkinje cells,
action potentials in neocortical and hippocampal pyramidal neu-
rons decay in amplitude by less than 50% even several hundred pm
from the cell body (Spruston et al., 1995; Stuart and Sakmann, 1994;
Stuart and Spruston, 1998; Waters et al., 2003; Froemke et al., 2005).
A relatively uniform distribution of dendritic Na* channels in many
neuronal cell types boosts action potentials as they propagate into
dendrites, enhancing action potential backpropagation, which can
be further amplified when paired with appropriately timed EPSPs
(Magee and Johnston, 1995; Stuart and Hdusser, 2001; Migliore and
Shepherd, 2002). Nevertheless, backpropagating action potentials
can fail to invade the most distal dendrites (Stuart and Hiusser,
2001; Golding et al., 2002).

In addition to voltage-gated sodium channels, which enhance
backpropagation, several other dendritic conductances have been
found to exert dampening effects on dendritic excitation. A-type
(Kv4) channels are fast-acting and inactivating K* channels that
counteract the depolarization produced by backpropagating action
potentials. Blockade of dendritic A-type channels broadens den-
dritic EPSPs and backpropagating spikes (Figures 2B,D), suggest-
ing that these channels help enforce spike-timing precision and
reduce temporal summation of synaptic responses in dendrites
(Hoffman et al., 1997; Froemke et al., 2006). Hyperpolarization-
activated cyclic nucleotide-gated (HCN) channels can perform
a similar normalizing function. Expressed at high levels in dis-
tal dendrites of hippocampal and cortical pyramidal neurons,
HCN channels act to normalize both somatic EPSP time course
and EPSP summation independent of the dendritic location of
synaptic input (Magee, 2000; Williams and Stuart, 2000b). This
effect depends on the total density of HCN channels, rather than
their dendritic expression pattern (Angelo et al., 2007; Bullis
et al., 2007).

Dendritic location profoundly impacts the amplitude and
kinetics of synaptic responses as well as the characteristics
of backpropagating action potentials. When measured in the
dendrites close to the site of synaptic input, EPSPs evoked in
distal dendrites are considerably larger (four-fold or more in
amplitude) than EPSPs evoked more proximally (Magee and
Cook, 2000; Williams and Stuart, 2002). For hippocampal CA1
pyramidal neurons, this scaling is due in part to a progressive
increase in the number of AMPA receptors with dendritic dis-
tance from the soma (Smith et al., 2003). In contrast, synaptic
conductance is relatively independent of dendritic location in
layer 5 cortical pyramidal neurons (Williams and Stuart, 2002).
For these cells, the smaller branch size of distal dendrites leads to
alower input capacitance, causing distal EPSPs to display larger
amplitudes and faster kinetics than proximal inputs (Williams
and Stuart, 2002; Nevian et al., 2007). In conjunction with the
strong expression of HCN channels at distal sites, this leads to
a brief temporal integration window for distal inputs (Williams
and Stuart, 2002).

Given that distal inputs attenuate strongly on their way to the
soma, additional mechanisms may be required for these events to
influence axo-somatic synaptic integration and action potential
generation. Dendritic spikes provide such a mechanism. Dendritic

spikes are regenerative events which, depending on neuron type and
dendritic location, can be mediated by voltage-gated Na* and Ca®*
channels or by NMDARs (Hausser and Mel, 2003; Gulledge et al.,
2005; Spruston, 2008). They can be evoked by correlated synaptic
input (Williams and Stuart, 2002; Gasparini et al., 2004; Losonczy
and Magee, 2006), by bursts of action potentials above a critical
frequency (Figure 2A; Larkum et al., 1999a; Williams and Stuart,
2000a), or by coincidence of a distal EPSP with a backpropagat-
ing action potential within a narrow time window (Larkum et al.,
1999b). As they lead to significant dendritic depolarization they act
as an anti-Hebbian mechanism for LTP induction at distal inputs in
cortical pyramidal neurons (Golding et al., 2002). Dendritic spikes
can occur in isolation (Schiller et al., 1997; Stuart et al., 1997), or can
forward-propagate to the soma where they typically elicit a burst of
action potentials (Larkum et al., 1999b; Williams and Stuart, 1999),
impacting on somatic spike-timing (Gasparini et al., 2004). Both
local and global dendritic spikes can influence synaptic plasticity
expressed at different dendritic locations (Sjostrom et al., 2008).

NMDA RECEPTOR ACTIVATION AND STDP

At cortical layer 2/3 and layer 5 synapses, STDP at all dendritic
locations requires activation of NMDARs, as synaptic modifica-
tions are prevented by application of the selective NMDAR antago-
nist APV (Froemke et al., 2005; Kampa et al., 2006; Letzkus et al.,
2006). Furthermore, pairing action potentials with EPSPs has been
shown to increase NMDAR activation. Block of NMDAR-mediated
EPSPs by the activity-dependent NMDAR antagonist MK-801 was
significantly greater when NMDAR EPSPs were paired with high-
frequency (200 Hz) action potential bursts compared to NMDAR
EPSPs evoked on their own (Figure 3A; Kampa et al., 2006). This
activation of NMDARs by action potential bursts had similar timing
requirements as STDP (Figure 3A), suggesting an important role
of backpropagating action potentials and action potential bursts in
enhancing NMDAR activation during STDP induction.

In layer 2/3, while pre — post pairing also directly increased
the amplitude of NMDAR EPSPs during pairing, NMDAR EPSPs
were strongly suppressed during post — pre pairing (Figure 3B).
The location dependence of the spike-timing window for action
potential-induced alteration of NMDAR EPSPs was similar to the
location dependence of the STDP timing window. Enhancement
of NMDAR EPSPs during pre — post pairing was almost cer-
tainly due to removal of the classical Mg** block (Mayer et al.,
1984; Nowak et al., 1984), while NMDAR EPSP suppression by
post — pre pairing required postsynaptic Ca*" influx, suggesting
that Ca®*-dependent NMDAR desensitization (Zorumski and
Thio, 1992; Rosenmund et al., 1995; Tong et al., 1995; Kyrozis
et al., 1996; Umemiya et al., 2001; Krupp et al., 2002) could be
critical in setting the time window for LTD induction. EPSPs
evoked by stimulation of layer 2/3 lateral connections in young
visual cortex have strong NMDAR components even at hyper-
polarized membrane potentials, apparently due to a relatively
weak Mg?* blockade (Kato and Yoshimura, 1993), similar to con-
nections between layer 4 stellate cells (Fleidervish et al., 1998).
This suggests that these connections might be highly dynamic
and exquisitely sensitive to changes in pre- and postsynaptic
activity patterns (Diamond et al., 1994; Das and Gilbert, 1995;
Trachtenberg et al., 2000).
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neurons. see Kampa et al. (2006) for methodological details. (B) During

post — pre pairing in layer 2/3 neurons, NMDAR EPSPs were suppressed by
postsynaptic action potentials. Scale bar: 50 or 2 mV, 100 ms (left). The time
window for NMDAR EPSP suppression (filled circles) matched the time window
for STDP induction at both proximal (center) and distal (right) synaptic locations.
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AMPA receptor mediated EPSPs seemed to be shunted by action potentials at
short pairing intervals, but were otherwise unaffected by pairing (open circles).
From Froemke et al. (2005). (C) The NMDAR/Ca? model of STDP In this model,
Ca? influx through postsynaptic NMDARs determines the degree of long-term
synaptic modification. Depolarization from backpropagating action potentials
relieves Mg? blockade of NMDARs, allowing postsynaptic influx of Ca?". Lower
levels of Ca?* influx lead to LTD, whereas higher levels induce LTR Conventional
STDP is observed at proximal synapses. At more distal dendritic locations
backpropagating action potentials are shorter and wider, increasing the time
window of STDP At the most distal dendritic locations, such as the apical tuft,
action potentials interact locally with EPSPs to evoke dendritic Ca?* spikes that
induce anti-Hebbian LTP (D) Other factors beyond Ca?" influx through
postsynaptic NMDARs also contribute to and control cortical STDP These
mechanisms may modulate postsynaptic excitability and spike generation,
presynaptic release of neurotransmitter, or directly affect postsynaptic Ca?
levels via release of Ca? from internal stores.

Frontiers in Synaptic Neuroscience

www.frontiersin.org

July 2010 | Volume 2 | Article 29 | 123



http://www.frontiersin.org/Synaptic_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Synaptic_Neuroscience/archive

Froemke et al.

Spatial determinants of STDP

Analogously, Koester and Sakmann (1998) demonstrated that
the precise timing of pre- and postsynaptic activity was directly
related to the amplitude of Ca** signals in spines of layer 5 pyrami-
dal cells. When the presynaptic EPSP was evoked first, Ca** signals
in activated dendritic spines summed supralinearly, whereas when
the postsynaptic cell fired first Ca** signals summed sublinearly.

These results support a causal relationship between modula-
tion of NMDAR EPSPs and STDP induction in cortical pyramidal
neurons. We therefore propose a model in which the extent of Ca**
influx through NMDARs gated by the local depolarization due
to backpropagating action potentials and dendritic spikes deter-
mines the sign and magnitude of plasticity (Figure 3C). While it
has long been known that both NMDARs and postsynaptic Ca**
influx are necessary for LTP and LTD induction at most central
synapses (Malenka and Nicoll, 1999; Zucker, 1999), recent bio-
physical and biochemical models have quantitatively captured the
dendritic location dependence of NMDAR activation and STDP.
Simulations of the interactions between dendritic spikes and
NMDAR kinetics recapitulated the progressive shift of the STDP
learning rules with dendritic distance (Saudargiene et al., 2005;
Letzkus et al., 2006), and could also account for anti-Hebbian
LTP induced by short-interval post — pre pairing, depending
on the rise time of the postsynaptic response (Saudargiene et al.,
2004). Large-scale biochemical simulations of the mechanisms
underlying long-term synaptic modification in layer 2/3 neurons
revealed that the postsynaptic spike rapidly acts on NMDARs
during post — pre pairing (Urakubo et al., 2008). This study
revealed that, in addition to enzymatic action via calcineurin, it is
likely that Ca**-bound calmodulin allosterically regulates layer 2/3
NMDAR:s to induce LTD. Taken together, these experimental and
theoretical studies suggest that Ca?* influx through NMDARs is a
dominant factor in STDP induction. During pre — post pairing
high levels of Ca*" influx lead to LTP, whereas during post — pre
pairing low levels of Ca** influx through a desensitized NMDA
channel induces LTD.

OTHER POTENTIAL MECHANISMS FOR LOCATION-
DEPENDENT STDP

In addition to backpropagating action potentials and postsynaptic
NMDAR activation, a range of other mechanisms are known to be
important for long-term synaptic plasticity in general and STDP
in particular (Figure 3D). These factors include voltage-gated Ca®*
channels and Ca?*spikes (Christie et al., 1997; Froemke et al., 2005;
Kampa et al., 2006; Letzkus et al., 2006), metabotropic glutamate
receptors (Nishiyama et al., 2000; Bender et al., 2006), endocannabi-
noid release (Sjostrom et al., 2003; Sjostrom and Hausser, 2006),
BDNEF signaling (Gordon et al., 2006), activation of other neuro-
modulators, G protein coupled receptors, and their downstream
effectors (Lin et al., 2003; Froemke et al., 2007; Seol et al., 2007;
Harvey et al., 2008), presynaptic NMDA autoreceptors (Sjostrom
et al., 2003; Corlew et al., 2007), Ca?* release and/or sequestering
by internal stores (Nishiyama et al., 2000) and disinhibition (Artola
et al., 1990). Some of these systems are themselves expressed and
regulated in a location-dependent manner, suggesting that proc-
esses and signaling mechanisms beyond direct activation and mod-
ulation of NMDARs is likely to control the local learning rules for
synaptic modification at different inputs.

It remains unclear how these processes interact to ultimately
control the induction of long-term synaptic modifications at cor-
tical excitatory synapses. Some of these mechanisms can clearly
influence dendritic excitability, such as adrenergic, cholinergic, or
dopaminergic neuromodulation of K* channel kinetics and down-
stream effects on action potential backpropagation (Hoffman and
Johnston, 1999). Changes in dendritic excitability have been shown
to alter the size and shape of backpropagating action potentials and
synaptic events (Frick et al., 2004), which in turn affects how these
events are integrated to produce STDP. In addition, other mecha-
nisms, including metabotropic glutamate receptor and voltage-
gated Ca?* channel activation, might more directly affect internal
Ca** levels and thus STDP, as previously observed for induction of
STDP in hippocampus (Nishiyama et al., 2000) and cortex (Bender
etal., 2006). Finally, release of retrograde messengers or activation
of presynaptic autoreceptors might control the amount or kinetics
of transmitter release (Sjostrom et al., 2003), regulating the degree
of postsynaptic NMDAR activation or inducing long-term changes
in presynaptic release. Given this mechanistic diversity, future stud-
ies are required to determine how these mechanisms affect STDP
in a location-dependent manner.

Recruitment of inhibitory inputs may also differentially affect
STDP induction at different dendritic locations, particularly since
several interneuron sub-populations target specific subcellular
compartments of pyramidal neurons (Markram et al., 2004).
Perisomatic inhibition provided by basket cells serves to inhibit
action potential firing (Cobb et al., 1995; Pouille and Scanziani,
2001), but would allow synaptic modifications induced by den-
dritic spikes to occur. Conversely, several distinct classes of
interneurons target the dendrites of pyramidal neurons in neo-
cortex (Markram et al., 2004), providing a rich repertoire for
location-dependent modulation of dendritic synapses. Activation
of ionotropic GABA receptors in cortical pyramidal neurons can
be both inhibitory or excitatory (Gulledge and Stuart, 2003). This
suggests that, depending on dendritic location and timing relative
to excitatory input, GABAergic synapses can either enhance or
suppress action potential firing and STDP induction. In contrast,
activation of dendritic GABA  receptors strongly inhibits the gen-
eration of dendritic spikes in the apical tuft of layer 5 pyrami-
dal neurons, but leaves action potential backpropagation largely
intact (Pérez-Garcietal., 2006). This may selectively inhibit STDP
at distal apical synapses, which require dendritic calcium spikes
for STDP (Letzkus et al., 2006), while leaving STDP at proximal
inputs unaffected.

While we know very little about the engagement of these various
inhibitory circuits during information processing in vivo, a well-
understood example is provided by the disynaptic loop between
layer 5 pyramidal neurons and dendrite-targeting Martinotti
interneurons. Sensory stimulation has recently been shown to
elicit calcium spikes in the apical tuft of layer 5 pyramids in vivo
(Murayama etal.,2009). Associated high-frequency action potential
bursts in turn activate Martinotti interneurons (Silberberg and
Markram, 2007; Murayama et al., 2009), which inhibit subsequent
dendritic calcium electrogenesis in surrounding pyramidal cells. In
effect, this suggests that STDP induction in tuft inputs to one set
of pyramidal neurons may render the same synapses in the other
layer 5 implastic for a brief time window.
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Although forms of STDP have been observed at many synapses,
pre/post spike pairing is just one of several protocols for induction
of long-term synaptic modification. Pairing single pre/post spikes
at low frequency, even with dozens of repetitions over minutes,
sometimes fails to induce significant changes in synaptic strength,
particularly at unitary connections between cortical pyramidal
neurons (Sjostrom et al., 2001; Kampa et al., 2006; Letzkus et al.,
2006; Froemke et al.,2010). Even pairing 5 Hz bursts of somatically-
triggered spikes can fail to induce LTP in vitro (Markram et al., 1997;
Sjostrom et al., 2001), and pre/post spike pairing may be insufficient
for induction of long-term synaptic modifications in vivo (Froemke
etal.,2007; Jacob etal.,2007). For synapses where the predominant
mechanism of long-term modification involves Ca** influx through
postsynaptic NMDARs (Zucker, 1999; Urakubo et al., 2008), the
local voltage change at the synapse is more important than somatic
depolarization and spike generation (Lisman and Spruston, 2005).
Thus while somatic spikes sometimes fail to invade distal dendrites
and inhibitory inputs may prevent postsynaptic NMDAR activa-
tion, other processes such as dendritic calcium spikes (Schiller
etal., 1997; Larkum et al., 1999b) or neuromodulation (Lin et al.,
2003; Froemke et al., 2007) may be engaged to enable long-term
synaptic modifications in the absence of somatic action poten-
tials. For example, Golding et al. (2002) have shown that in hip-
pocampal CA1 pyramidal neurons LTP of distal inputs can occur
independently of somatic action potential backpropagation, and
instead requires dendritic calcium spikes. LTD in layer 5 cortical
pyramidal neurons can be induced by pairing presynaptic stimu-
lation with subthreshold depolarization (Sjostrom et al., 2004), a
finding reminiscent of earlier work showing that the magnitude of
postsynaptic depolarization determines the sign and magnitude of
synaptic plasticity (Artola etal., 1990; Feldman et al., 1999; Zucker,
1999; Wespatat et al., 2004).

Thus pre/post spike pairing is sufficient to induce synaptic modi-
fication at many synapses, but the precise timing requirements,
temporal ordering, and number of spikes required can be highly
synapse specific. Furthermore, the exact timing rules for STDP
at a given synapse are likely to be regulated by a large number
of spatial and temporal phenomena. In the end, local depolari-
zation and postsynaptic Ca** influx are the key factors underly-
ing synaptic plasticity, independent of whether backpropagating
action potentials are required or not, in a manner resonant with
the classical BCM model (Sjostrom and Nelson, 2002; Izhikevich
and Desai, 2003).

DENDRITIC ORGANIZATION OF SYNAPTIC INPUT

The recruitment of the different location-dependent plasticity
mechanisms described above depends on the spatio-temporal
activation pattern of synapses in the dendritic arbor. For this and
other reasons, spatial organizing principles structuring input along
the dendrites have recently received considerable attention. A land-
mark study by Petreanu et al. (2009) applied a novel technique to
map the distribution of functional inputs to neocortical pyramidal
neurons in barrel cortex. Using channelrhodopsin-2 to selectively
activate various anatomical inputs (Figure 4A), they observed a
hierarchical gradient of afferents on layer 3 pyramidal neurons, with
bottom-up inputs impinging onto proximal dendritic locations
and increasingly complex, more processed information arriving at

progressively more distal sites (Figure 4B). A similar albeit more
complex pattern was observed in layer 5B pyramidal neurons, where
top-down inputs target both the basal dendritic domain and the
apical tuft (Figure 4C). Since the rules of STDP induction depend
on dendritic location, these input pathways are likely to display
different timing requirements for potentiation and depression in
response to postsynaptic firing. In response to uncorrelated fir-
ing, top-down inputs onto layer 3 neurons would be predicted to
depress more than bottom-up synapses, possibly leading to an effec-
tive temporal sharpening of the top-down response (see below). In
contrast, both bottom-up and top-down inputs to layer 5 pyramidal
cells might be potentiated when activated after the initiation of a
postsynaptic action potential, but only if top-down synapses are
concomitantly active to transform the action potential into a burst
by depolarizing the apical tuft (Larkum et al., 1999b).

In addition, dendritic compartmentalization also controls
which input pathways can potentially interact locally, for exam-
ple, at the level of individual dendritic branches. Spatially clus-
tered and simultaneously active synaptic activity is required for
initiation of dendritic spikes (Schiller et al., 1997; Williams and
Stuart, 2002; Losonczy and Magee, 2006), which is important for
induction of some forms of STDP (Kampa et al., 2007), as well as
branch-specific plasticity of excitability (Losonczy et al., 2008). For
most inputs onto layer 3 neurons, these local effects are likely to be
confined within single afferent pathways, whereas in layer 5B neu-
rons between-pathway interactions are also possible (Figures 4B,C;
Petreanu et al., 2009).

Within a given pathway, it has been hypothesized that synapses
of similar information content are further clustered (Larkum and
Nevian, 2008). The first direct corroboration of this hypothesis
was found in tectal neurons of Xenopus tadpoles (Figures 4D-G;
Bollmann and Engert, 2009). Visual stimulation revealed that
inputs were organized topographically, where axons of neighbor-
ing retinal ganglion cells were clustered into distinct input domains
in the dendritic arbor of tectal neurons. In contrast, Jia et al. (2010)
recently observed in mouse primary visual cortex that inputs onto
layer 2/3 neurons with similar orientation preference are distrib-
uted onto different dendritic branches. Thus, it is at present unclear
whether clustering of inputs with similar information content onto
the same dendritic branch is an important organizing principle
or not, and future research is clearly required. Nonetheless, the
organization of dendritic afferents characterized so far makes it
possible that both STDP and dendritic-spike-dependent plasticity
mechanisms may be engaged in vivo in a region-specific man-
ner (Kampa et al., 2007; Letzkus et al., 2007). While clustering
of co-active inputs would favor dendritic spikes as a mechanism
for plasticity induction during learning, dispersion of co-active
synapses in the dendritic arbor would make dendritic spikes less
likely, and thus would favor backpropagating action potentials as
the primary mechanism for the induction of long-term synaptic
modifications. Despite a growing knowledge on the learning rules
and underlying biophysics important for induction of synaptic
plasticity, we still know very little about the temporal engage-
ment of afferents during normal brain function. This information
will be vital for a more complete understanding of the plasticity
mechanisms governing synaptic transmission, perceptual learning,
and memory formation.

Frontiers in Synaptic Neuroscience

www.frontiersin.org

July 2010 | Volume 2 | Article 29 | 125


http://www.frontiersin.org/Synaptic_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Synaptic_Neuroscience/archive

Froemke et al.

Spatial determinants of STDP

FIGURE 4 | Dendritic compartmentalization of synaptic input. (A)
Subcellular channelrhodopsin-2 assisted circuit mapping (SCRACM) was used to
map the dendritic location of excitatory inputs from the ventral posterior medial
nucleus (VPM), barrel cortex layer 4 and layer 2/3, and primary whisker motor
cortex (M1) on layer 3 (A, B) and layer 5B (C) neurons in barrel cortex (for details
see Petreanu et al., 2009). Example maps superimposed on reconstructed
morphologies and fluorescent images of ChR2-expression. (B) Average
sCRACM-derived input map of layer 3 pyramidal neurons, displaying a
hierarchical gradient of organization: bottom-up input (VPM) impinges onto the
basal dendritic domain. Progressively more processed information arrives at
progressively further apical locations. (C) Average input map of layer 5B
pyramidal neurons corrected for dendritic attenuation of postsynaptic currents.
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THEORETICAL CONSIDERATIONS FOR DEVELOPMENT AND
INFORMATION PROCESSING

Synapses that exhibit STDP can perform a range of computa-
tions. These include sequence prediction (Abbott and Blum, 1996;
Nowotny et al., 2003), memory storage (Roberts and Bell, 2002),
principal component analysis (Oja, 1982; Abbott and Nelson,
2000), and temporal difference learning (Rao and Sejnowski, 2001).
Simulations have shown that topographic maps and receptive field
properties such as orientation tuning, ocular dominance, sound
source localization, and velocity sensitivity can emerge when STDP
is engaged as a developmental process (Gerstner et al., 1996; Song
and Abbott, 2001; Tamosiunaite et al., 2007; Gandhi et al., 2008).
Adult forms of plasticity, for example, stimulus-timing-dependent
plasticity (Yao and Dan, 2001; Fu et al., 2002; Dahmen et al., 2008),
recovery from retinal lesions (Young et al., 2007), and hippocampal
phase procession (Mehta et al., 2002), have also been ascribed to
forms of STDP.

In most of these theoretical studies, the STDP learning rule
was assumed to be spatially and temporally homogeneous; that
is, all synapses are assumed to have similar timing requirements
for induction of LTP and LTD. Because experimental results

demonstrate that STDP timing rules can depend on the dendritic
location of synaptic inputs (Figure 1), and other studies document
temporal modulation by spike bursts and high-frequency pre/post
trains (Froembke et al., 2010), the assumption of uniformity for
STDP time rules is probably only applicable for synapses located
electrotonically close to the cell body and for pre- and postsynaptic
spike trains at low frequencies (<10 Hz) that rarely contain bursts
of two or more spikes. Furthermore, Goldberg et al. (2002) and
Lisman and Spruston (2005) have raised several concerns about
the importance of STDP as conventionally described, especially
for synapses distal from the soma that have difficulty contrib-
uting to action potential generation in the absence of dendritic
electrogenic mechanisms.

Spatial regulation of STDP helps alleviate some of these con-
cerns. For example, synaptic weights in some neurons are scaled to
normalize the effective strength of each input at the soma (Magee
and Cook, 2000). As passive cable filtering of synaptic inputs would
be expected to greatly reduce distal EPSP amplitudes, there may
be mechanisms for adjusting synaptic efficacy, scaling the strength
of synapses in proportion to their electrotonic distance from the
spike initiation zone. Anti-Hebbian STDP is such a mechanism
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(Goldberg et al., 2002; Letzkus et al., 2006; Sjostrom and Héusser,
2006). As formalized by Rumsey and Abbott (2004 ), Hebbian STDP
promotes proximal synapses and reduces the amplitude of distal
synapses, because all else being equal, proximally-located inputs

have a greater impact on somatic spike generation. However, if
distal synapses express anti-Hebbian STDP, such that post — pre
pairing induces LTP, then distal synapses will eventually be strength-
ened until some equilibrium point has been reached (Figure 5A).
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In terms of synaptic organization, anti-Hebbian STDP provides
a mechanism for retention of distal inputs, re-scaling synaptic
strengths in proportion to electrotonic distance and preserving
total excitatory drive. This can also be achieved with Hebbian STDP
(Gidon and Segev, 2009) if formulated multiplicatively (Figure 5B,
top) or if distal synapses have larger maximal peak conductances
(Figure 5B, bottom), similar to reported experimental findings in
CAL1 hippocampal pyramidal cells (Magee and Cook, 2000).
Spatial gradients of STDP also increase the computational capacity
of cortical pyramidal neurons. Previous simulations showed that LTD
induced by post — pre spike pairs preferentially weakens synaptic
inputs with long response latencies during competitive Hebbian syn-
aptic modification (Song and Abbott, 2001). Dendritic regulation of
STDP may therefore lead to differential selectivity of inputs along the
apical dendrite. However, theoretical work from Mel and colleagues
has demonstrated that additional computational power can only be
harvested if synaptic inputs carrying different signals are clustered into
distinct regions of the dendritic tree (Mel et al., 1998; Archie and Mel,
2000; Hiusser and Mel,2003). Thus, the location dependence of STDP
not only demonstrates dendritic inhomogeneities in the properties
governing activity-dependent synaptic modification, but also points
to their potential role in the formation of branch-specific synaptic
inputs; a feature that can greatly enrich the repertoire of dendritic
information processing (Losonczy et al., 2008; Makara et al., 2009).
This idea was tested using a simple integrate-and-fire model
neuron (Figure 5C), in which proximal and distal dendrites exhib-
ited location-dependent STDP using presynaptic spike trains that
were either transient and phasic or more prolonged and sustained,
as observed in vivo (Baddeley et al., 1997). After training, inputs
with relatively transient responses were strengthened and those
with sustained responses were weakened at both distal and proxi-
mal locations. However, distal synapses were much more selective,
retaining only those synaptic inputs that fired extremely transiently
in response to sensory stimuli; these inputs must act synchronously
to bring the postsynaptic cell to threshold, then quickly adapt so
as to minimize the amount of depression caused by post — pre
spiking in the postsynaptic cell. This is a direct consequence of the
competitive advantage conferred to the proximal inputs over the
distal inputs, by the difference in STDP. These simulations dem-
onstrate that STDP may lead to functional differentiation of the
capacity of distal and proximal dendrites to process signals with
distinct temporal characteristics. Due to selection of more transient
inputs, the distal dendrite may be specialized for processing the
precise timing of sensory signals. These characteristics for distal
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SYNAPTIC PLASTICITY AND NMDA RECEPTORS

One of the most interesting properties of the brain is its ability to
change in response to experience. This property has been termed
plasticity and is involved in the reorganization of cortical maps dur-
ing development, and in learning and memory processes in the adult
animal (for review, see Malenka and Bear, 2004). Plasticity is assumed
to be mediated primarily by synaptic changes. Synaptic plasticity can
be short-term (lasting from milliseconds to several minutes) or long-
term (lasting from hours to months; see Citri and Malenka, 2008 for
review). The most extensively studied forms of synaptic plasticity are
long-term potentiation (LTP) and long-term depression (LTD). Spike
timing-dependent plasticity (STDP) is a Hebbian form of long-term
plasticity (Caporale and Dan, 2008) and is a strong candidate for
a synaptic plasticity mechanism involved in cortical development
(Song and Abbott, 2001; Feldman and Brecht, 2005; Dan and Poo,
2006; Caporale and Dan, 2008). In STDP, the temporal order and
relative timing of pre- and postsynaptic action potentials (spikes),
with millisecond precision, determine the direction and magnitude
of synaptic change. Thus, timing-dependent (t-) LTP occurs when a
presynaptic spike is followed by a postsynaptic spike, whereas t-LTD
is induced when this order is reversed (Markram et al., 1997; Bi and
Poo, 1998; Debanne et al., 1998; for a detailed review of STDP, see
Caporale and Dan, 2008). Both t-LTP and t-LTD depend on a spe-
cific type of ionotropic glutamate receptor, the N-methyl-p-aspartate
(NMDA) receptor, for their induction (Bi and Poo, 1998; Debanne
et al., 1998; Feldman, 2000; Sjostrom et al., 2003).

It has recently been discovered that some forms of timing-dependent long-term depression
(t-LTD) require presynaptic N-methyl-p-aspartate (NMDA) receptors. In this review, we discuss
the evidence for the presence of presynaptic NMDA receptors at cortical synapses and their
possible role in the induction of t-LTD. Two basic models emerge for the induction of t-LTD at
cortical synapses. In one model, coincident activation of presynaptic NMDA receptors and CB11
receptors mediates t-LTD. In a second model, CB1 receptors are not necessary, and the activation
of presynaptic NMDA receptors alone appears to be sufficient for the induction of t-LTD.

Keywords: plasticity, STDP, t-LTD, NMDA, presynaptic mechanisms

The ionotropic family of glutamate receptors comprises
o—amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA),
kainate and NMDA receptors, which are widely distributed in the
central nervous system (Dingledine et al., 1999). NMDA receptors
are ligand-gated ion channels permeable to Ca?*, Na* and K* ions.
These receptors are hetero-tetramers composed of two essential
GluNT1 and two modulatory GluN2 subunits (using the subunit
nomenclature recommended by the IUPHAR; Collingridge et al.,
2009), which confer different functional, kinetic, pharmacological
and signaling properties to the NMDA receptor (for review, see
Cull-Candy et al., 2001). NMDA receptors participate in normal
synaptic transmission, synaptic development and synaptic plastic-
ity,and are involved in the pathogenesis of some neurological states
and diseases including stroke, epilepsy, schizophrenia and neuro-
pathic pain (Cull-Candy et al., 2001). These receptors have been
localized in the postsynaptic membrane where they are activated
by the co-agonists glutamate and glycine (or p-serine) and con-
tribute to excitatory postsynaptic responses together with AMPA
and kainate receptors. t-LTP depends on postsynaptic NMDA
receptors acting as classical coincidence detectors where presyn-
aptic spikes trigger the release of glutamate necessary to activate
these receptors, and back-propagating action potentials produce
postsynaptic depolarization which relieves the NMDA receptors
of their voltage-dependent Mg** block leading to influx of Ca®
ions. Surprisingly, in some cortical areas, postsynaptic loading of
the NMDA receptor channel blocker MK-801 blocked t-LTP but
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not t-LTD, suggesting that NMDA receptors involved in t-LTD are
not postsynaptic. (Bender et al., 2006; Nevian and Sakmann, 20065
Corlew et al., 2007; see Corlew et al., 2008 for review). This finding
raises the possibility that NMDA receptors involved in t-LTD might
have a presynaptic location.

EVIDENCE FOR PRESYNAPTIC NMDA RECEPTORS

The existence of presynaptic NMDA receptors was first proposed
following the finding that NMDA receptor agonists facilitated
noradrenaline release in synaptosome preparations from the
hippocampus (Pittaluga and Raiteri, 1990, 1992; Wang et al.,
1992) and cerebral cortex (Fink et al., 1990; Wang et al., 1992),
and dopamine release in the striatum (Johnson and Jeng, 1991;
Krebs et al., 1991; Wang, 1991). Recently, more evidence has
appeared for presynaptic NMDA receptors involved in dopamine
release in synaptosomes and synaptoneurosomes in the striatum
(Whittaker et al., 2008). Evidence for presynaptic NMDA recep-
tors was also found at neuromuscular synapses from Xenopus
in culture where NMDA enhances transmitter release (Fu et al.,
1995). The existence of presynaptic NMDA receptors has also
been supported by anatomical evidence. Anatomical support for
presynaptic NMDA receptors has come from immuno-electron
microscopy experiments which have identified NMDA receptor
immunolabeling in presynaptic elements of the neocortex (Aoki
et al., 1994; DeBiasi et al., 1996; Charton et al., 1999; Corlew
etal.,, 2007), the hippocampus (Siegel et al., 1994; Charton et al.,
1999; Jourdain et al., 2007), the spinal cord (Liu et al., 1994), the
amygdala (Farb etal., 1995; Pickel et al., 2006) and the cerebellum
(Petraliaetal., 1994; Bidoret etal., 2009). Functionally, presynaptic
NMDA receptors have been proposed to exist on both excitatory
and inhibitory boutons, where they could modulate transmitter
release. At cortical glutamatergic synapses they have generally
been suggested to serve as facilitatory autoreceptors, reversibly
enhancing glutamate release. A transient decrease of miniature
excitatory postsynaptic current (mEPSC) frequency was seen fol-
lowing the application of the NMDA receptor antagonist b-AP5
when postsynaptic NMDA receptors were previously blocked by
intracellular loading of MK-801 or by hyperpolarization. This
was first demonstrated in the entorhinal cortex (Berretta and
Jones, 1996; Woodhall et al., 2001) and subsequently in the visual
cortex (Sjostrom et al., 2003; Corlew et al., 2007; Li and Han,
2007; Lietal., 2008), somatosensory cortex (Bender et al., 2006;
Brasier and Feldman, 2008) and hippocampus (Mameli et al.,
2005; Jourdain et al., 2007; see Corlew et al., 2008 for review).
Apart from the cerebral cortex, there is also evidence for physi-
ologically active presynaptic NMDA receptors in the cerebellum
(Glitsch and Marty, 1999; Casado etal., 2000; Duguid and Smart,
2004; Fiszman et al., 2005), amygdala (Humeau et al., 2003) and
spinal cord (Liu et al., 1997; Bardoni et al., 2004). For broader
reviews on the evidence for presynaptic glutamate receptors, see
MacDermott et al. (1999), Engelman and MacDermott (2004)
and Pinheiro and Mulle (2008).

Presynaptic NMDA receptors have been implicated in plasticity
at both excitatory and inhibitory synapses, including heterosyn-
aptic associative LTP at thalamic and cortical afferent synapses
in the amygdala (Humeau et al., 2003), depolarization-induced
potentiation (Duguid and Smart, 2004) and LTD (Casado et al.,

2002) in the cerebellum, LTD at GABAergic synapses in the tadpole
optic tectum (Lien et al., 2006) and t-LTD in different cortical
areas as discussed by Duguid and Sjostrom (2006) and Corlew
et al. (2008).

While these putative functional NMDA receptors are generally
assumed to be at axonal locations, the existence of presynaptic,
axonal NMDA receptors has been challenged by the discovery that
somatodendritic NMDA receptor activation can affect axonal Ca**
levels through voltage-dependent calcium channel activation, at
least in cerebellar stellate cells (Christie and Jahr, 2008). A further
challenge has come from the apparent lack of direct effect of NMDA
application on axonal Ca*" levels and axon excitability in cortical
layer (L) 5 pyramidal neurons (Christie and Jahr, 2009).

To summarize, experiments in synaptosomes are suggestive of
NMDA receptors being present in presynaptic boutons; immuno-
electron microscopy experiments are also consistent with axonal
NMDA receptors since immunolabeling has been found in axons
in different regions. In slices, the existence of axonal presynaptic
NMDA receptors has been proposed based on the observation that
the addition of an NMDA receptor antagonist affects spontaneous,
miniature and evoked neurotransmitter release, even after intra-
cellular blockade of postsynaptic NMDA receptors (see Corlew
et al., 2008 for review). The recent experiments by Christie and
Jahr (2008,2009) question the interpretation of these results, sug-
gesting that the observed effects could be mediated by NMDA
receptors located in the somatodendritic compartment of the
presynaptic neuron.

To unequivocally demonstrate the existence of functional
presynaptic axonal NMDA receptors a combination of different
approaches will be required (see Corlew et al., 2008 for review):

(1) Immunogold electron microscopy (Farb et al., 1995);

(2) Direct monitoring of presynaptic function by calcium ima-
ging whilst adding agonists or antagonists at NMDA recep-
tors (Shin and Linden, 2005);

(3) Direct electrophysiological recording from presynaptic bou-
tons (Fiszman et al., 2005);

(4) Directloading of NMDA receptor antagonists into the presy-
naptic neuron (Rodriguez-Moreno and Paulsen, 2008); and

(5) Compartment-specific interference with NMDA receptor
function using molecular or genetic tools (Lynch, 2004; Safo
and Regehr, 2005).

ROLE OF PRESYNAPTIC NMDA RECEPTORS IN SPIKE TIMING-
DEPENDENT LTD

The first evidence for a role of presynaptic NMDA receptors in
STDP came from experiments at L5-L5 synapses of visual cortex
where an NMDA receptor-dependent presynaptic form of t-LTD
was described (Sjostrom et al., 2003). This t-LTD requires activation
of postsynaptic group I mGluRs and postsynaptic Ca** elevation.
Results indicate that this form of t-LTD is expressed as a reduction
in the probability of neurotransmitter release, thus implicating a
retrograde signal from the postsynaptic to the presynaptic compart-
ment (Sjostrom et al., 2003). This retrograde messenger has been
suggested to be endocannabinoids, which mediate many forms of
short-term (Wilson et al., 2001; Brown et al., 2004) and long-term
plasticity (Chevaleyre et al., 2006). Thus, it has been proposed that
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the coincidence detector for t-LTD at this synapse is presynaptic and
involves both presynaptic NMDA receptors and cannabinoid recep-
tor type 1 (CBI receptors) (Sjostrom et al., 2003) (Figure 1).

Direct evidence for presynaptic NMDA receptor involvement
in t-LTD has recently been obtained at L4-1L2/3 synapses of soma-
tosensory cortex using dual whole-cell recordings of synaptically-
connected L4 and L2/3 neurons by loading the NMDA receptor
channel blocker MK-801 intracellularly via a patch pipette into
pre- or postsynaptic neurons. Induction of t-LTD was unaffected
by postsynaptic loading of MK-801 but completely blocked by
presynaptic MK-801, indicating that t-LTD requires presynaptic,
but not postsynaptic NMDA receptors (Rodriguez-Moreno and
Paulsen, 2008).

The subunit composition of these presynaptic receptors has been
analyzed (Banerjee et al., 2009). For this purpose, two GluN2C/D
subunit-preferring NMDA receptor antagonists, PPDA and UBP141
were used. These compounds selectively blocked t-LTD at L4-12/3
synapses with no effect on t-LTP at the same synapses, which was
instead blocked by the GluN2A subunit-preferring antagonist NVP-

AAMO77. They also had no blocking effect on t-LTD at L2/3-L2/3
synapses, which was, however, blocked by a GluN2B subunit-selective
antagonist (Ro 25-6981; Banerjee etal., 2009). Compounds currently
available are not highly selective for GluN2C/D-containing NMDA
receptors and, moreover, are competitive antagonists. Thus, the
inhibition produced depends on the effective glutamate concentra-
tion (Neyton and Paoletti, 2006), precluding strong conclusions to
be drawn. Nevertheless, the double dissociation found, and the fact
that these GluN2C/D subunit-preferring antagonists did not block
t-LTD at a different synapse, suggest that L4-12/3 presynaptic NMDA
receptors contain GluN2C/D subunits (Banerjee et al., 2009). When
available, experiments with GluN2C/D non-competitive antagonists
should confirm whether results are due to different subunit compo-
sition of the receptors at pre- and postsynaptic sites or to different
kinetics of glutamate transients at different locations. The current
lack of selective compounds that can distinguish between GluN2C
and GluN2D subunits precludes an investigation into whether it is
GIuN2C or GluN2D that is the important subunit for the induc-
tion of t-L'TD. The possible involvement of presynaptic GluN2C/D

Axon

Dendritic spine head

FIGURE 1 | Two models of presynaptic NMDA receptor-dependent t-LTD.
Model 1: Presynaptic NMDA receptors and CB1 receptors drive t-LTD. In this
model, during post-before-pre pairing, presynaptically released glutamate
activates mGIluRs and postsynaptic action potentials enhance Ca? influx.
This would lead to endocannabinoid (eCB) synthesis. eCB diffuses
retrogradely and binds to presynaptic CB1 receptors. Co-activation of
presynaptic CB1 receptors and presynaptic NMDA receptors causes synaptic
depression. In this model, presynaptic NMDA receptors are activated by

I:b. mGIuR l). CB1 receptor

. NMDA receptor © D-Serine/Glycine
® Glutamate

O AMPA receptor O VDCG

glutamate release from the presynaptic terminal. Astrocytic release of
gliotransmitters (glutamate as agonist and/or D-serine or glycine as
co-agonist) may contribute to activating neuronal NMDA receptors.
Model 2: In a second model, eCB-dependent retrograde signaling is not
necessary for induction of t-LTD (dashed crosses), and activation of
presynaptic NMDA receptors alone appears to be sufficient to drive
presynaptic t-LTD. The source of transmitter activating presynaptic NMDA
receptors is unknown.
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subunits in t-LTD at layer 4-to-layer 2/3 synapses is particularly
interesting because the deactivation time constant of GluN2C/D
subunit-containing receptors is very slow (Momiyama et al., 1996;
Brothwell et al., 2008; Wyllie, 2008). This might be relevant for the
particularly broad time window for induction of t-LTD at this syn-
apse (Feldman, 2000).

Several lines of evidence indicate that this form of t-LTD is
presynaptic: (i) t-LTD is blocked when presynaptic NMDA recep-
tors are blocked by internal MK-801 in recordings from pairs of
synaptically-connected L4 and L2/3 cells (Rodriguez-Moreno and
Paulsen, 2008), (ii) an increase in paired-pulse ratio is observed
after a t-LTD protocol (Bender et al., 2006), and (iii) coefficient of
variation (CV) analysis is consistent with presynaptic expression
(Rodriguez-Moreno and Paulsen, 2008).

Although previous studies have implicated endocannabinoid
signaling through CB1 receptors in this form of t-LTD at rat
L4-12/3 synapses (Bender etal., 2006), it was recently reported that
t-LTD does not need CB1 receptor activation at the mouse L4-1.2/3
synapse (Hardingham etal., 2008; Banerjee etal., 2009), suggesting
a possible species and/or age difference. In contrast, CB1 receptors
are necessary for induction of t-LTD at horizontal synapses (L2/3-
L2/3), supporting the idea that different excitatory synapses onto
the same postsynaptic neurons can have different requirements for
the induction of synaptic plasticity (Banerjee et al., 2009).

Itis clear from these results that endocannabinoids are not oblig-
atory for all forms of timing-dependent synaptic depression. The
results also suggest that at least two distinct forms of presynaptic
NMDA receptor-dependent LTD can be dissociated, one dependent
on endocannabinoid signaling and the GluN2B subunit (Sjstrom
etal.,2003; Banerjee et al., 2009) (Figure 1), and another, independ-
ent of endocannabinoids but dependent on presynaptic NMDA
receptors containing GluN2C/D subunits (Rodriguez-Moreno and
Paulsen, 2008; Banerjee et al., 2009) (Figure 1). Notably, both of
these forms of t-LTD have in common a dependence on presynaptic
NMDA receptors, suggesting that NMDA receptors mediate t-LTD
while CB1 receptors may have a permissive role.

MECHANISM OF PRESYNAPTIC t-LTD

The results described above suggest that, at L4-L2/3 synapses,
t-LTD is mediated by presynaptic NMDA receptors that con-
tain GluN2C/D subunits. Since there is no evidence that other
presynaptic receptors are implicated, we suggest that presynaptic
NMDA receptors are effectively mediating this form of t-LTD. In
this model, postsynaptic spikes allow the activation of presyn-
aptic NMDA receptors when followed by a presynaptic spike. It
is, however, unknown whether the depolarization requirement
often observed for unblocking NMDA receptors is necessary for
activation of presynaptic NMDA receptors, since GluN2C/D and
GluN3A-containing NMDA receptors show less voltage sensitivity
than other NMDA receptor types (Cull-Candy et al., 2001; Clarke
and Johnson, 2006). The presence of NMDA receptors with low
conductance and reduced susceptibility to Mg** block in the presyn-
apticlayer 4 spiny stellate cells was reported earlier using transgenic
mice (Binshtok et al., 2006). Another interesting aspect to consider
is the relationship with frequency in the induction of this form of
t-LTD. t-LTD has been observed in neocortical slices using differ-
ent stimulation frequencies from 0.1 to 20 Hz, indicating that this

form of plasticity can be elicited at low frequencies of stimulation
(Feldman, 2000; Sjostrom et al., 2001, 2003; Bender et al., 2006;
Nevian and Sakmann, 2006; Rodriguez-Moreno and Paulsen, 2008;
Banerjee et al., 2009). However, at 40 Hz and above, only t-LTP
was observed, irrespective of the timing between pre- and postsy-
naptic action potentials (Sjostrom et al.,2001). Timing-dependent
LTD at L4-L2/3 synapses in synaptically-connected cells during
paired recordings can be induced by pairing single presynaptic and
postsynaptic action potentials at 0.2 Hz (Rodriguez-Moreno and
Paulsen, 2008), constraining the possible mechanisms involved in
this form of t-LTD.

The requirement of presynaptic NMDA receptors for t-LTD
raises several interesting questions:

(i) Whatis the source of the transmitter that activates presynap-
tic NMDA receptors?
In principle, there are several possible different sources of
transmitter mediating the activation of presynaptic NMDA
receptors. Glutamate could be released by the presynaptic
neuron and NMDA receptors activated as autoreceptors.
Glutamate could also be released by the postsynaptic neu-
ron, as retrograde release of glutamate has been suggested
(Harkany et al., 2004). Glial cells have also been shown to
release glutamate and modulate synaptic transmission and
plasticity (see Perea et al., 2009 for review). Co-agonists
at NMDA receptors, such as p-serine, are also released by
astrocytes and have recently been shown to be involved in
plasticity (Henneberger et al., 2010). Glutamate (and/or co-
agonists at NMDA receptors) of glial origin could reach pre-
synaptic NMDA receptors and activate them (Jourdain et al.,
2007). Another possible source of transmitter could be the
spillover from neighboring synapses. Spillover of transmitter
appears less likely, however, since t-LTD can be induced at
very low frequency in pairs of synaptically-connected cells,
leaving the postsynaptic neuron and glial cells as the most
likely sources. The exact source of transmitter that activates
presynaptic NMDA receptors remains to be determined.

(i) Is the activation of these presynaptic NMDA receptors tonic
or phasic in nature?
Rodriguez-Moreno and Paulsen (2008) showed that the appli-
cation of the NMDA receptor antagonist D-AP5 did not alter
the EPSP slope at the L4-L2/3 synapse, suggesting that these
receptors are not tonically active. Brasier and Feldman (2008)
found that addition of p-AP5 caused a reduction of AMPA cur-
rents at the L4-L2/3 synapse, suggesting that, in principle, these
receptors could be tonically activated, though these results were
obtained in the presence of glutamate transporter blockers.

(iii) What is the role of the postsynaptic action potential in the
pairing protocol?
Induction of t-LTD at this synapse requires pairing of post-
synaptic action potentials with presynaptic activity. The
exact role of the postsynaptic action potentials has not yet
been determined. Previous experiments have shown that
this form of LTD requires a rise in postsynaptic Ca?, as it
is blocked by the presence of BAPTA in the postsynaptic cell
(Bender et al., 2006; Nevian and Sakmann, 2006). The post-
synaptic action potential could mediate Ca** entry through
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voltage-dependent calcium channels and/or induce release of
Ca? from internal stores. This implies that a Ca**~dependent
signal from the postsynaptic neuron is most probably neces-
sary, but the nature of this signal remains to be determined.
Why do t-LTP protocols not also produce LTD?

If a slow Ca**~dependent postsynaptic process is involved in
the induction of t-LTD, one might expect that the postsynap-
tic condition for induction of t-LTD would also be satisfied
during a pre-before-post paradigm. Why do t-LTP protocols
not also induce t-LTD? Postsynaptic action potentials might
trigger the release of a retrograde messenger that acts on the
presynaptic element during the presynaptic action potential.
Because the time window for post-before-pre pairing is rela-
tively narrow, it would suggest that this retrograde signal has
to act in a similarly short time window (~10 ms) to operate
as a presynaptic coincidence signal. This time scale would
appear to make postsynaptic enzyme-dependent mechanisms
less likely candidates to provide the presynaptic coincidence
signal during induction of t-LTD. There is clearly more work
to be done before we understand the detailed mechanisms of

(iv)

CONCLUSION

In conclusion, spike timing-dependent LTD requires presynaptic
NMDA receptors at some cortical synapses. Two basic models are
emerging to explain the mechanism of these presynaptic forms
of t-LTD. In one model, presynaptic NMDA receptors and CBI
receptors mediate t-LTD (Sjostrom et al., 2003). A second model,
suggests that presynaptic NMDA receptors mediate a form of t-LTD
that is independent of CB1 receptor activation (Rodriguez-Moreno
and Paulsen, 2008; Banerjee et al., 2009). Notably, both forms of
t-LTD have in common a dependence of presynaptic NMDA
receptors, suggesting that NMDA receptors, might be essential to
mediate t-LTD, while CB1 receptors have a permissive role when
involved.
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INTRODUCTION

Spike timing dependent plasticity (STDP) is a temporally specific extension of Hebbian associative
plasticity that has tied together the timing of presynaptic inputs relative to the postsynaptic
single spike. However, it is difficult to translate this mechanism to in vivo conditions where
there is an abundance of presynaptic activity constantly impinging upon the dendritic tree as
well as ongoing postsynaptic spiking activity that backpropagates along the dendrite. Theoretical
studies have proposed that, in addition to this pre- and postsynaptic activity, a “third factor”
would enable the association of specific inputs to specific outputs. Experimentally, the picture
that is beginning to emerge, is that in addition to the precise timing of pre- and postsynaptic
spikes, this third factor involves neuromodulators that have a distinctive influence on STDP rules.
Specifically, neuromodulatory systems can influence STDP rules by acting via dopaminergic,
noradrenergic, muscarinic, and nicotinic receptors. Neuromodulator actions can enable
STDP induction or — by increasing or decreasing the threshold — can change the conditions
for plasticity induction. Because some of the neuromodulators are also involved in reward, a
link between STDP and reward-mediated learning is emerging. However, many outstanding
questions concerning the relationship between neuromodulatory systems and STDP rules
remain, that once solved, will help make the crucial link from timing-based synaptic plasticity
rules to behaviorally based learning.

Keywords: reward, learning, dopamine, acetylcholine, noradrenaline, synaptic plasticity, calcium, behavior

(1) Unlike in vitro, in vivo there are continuous barrages of

The first groundbreaking in vitro STDP studies seemed to paint
a very clear picture: The near-coincidence of presynaptic input
and postsynaptic spiking enables neurons to enhance or decrease
their synaptic weights depending on the exact timing of these two
events (Magee and Johnston, 1997; Markram et al., 1997; Bi and
Poo, 1998; Debanne et al., 1998). This finding was a giant step
forward in our view of synaptic plasticity rules: It tied together
the idea that both single spikes and their precise timing matter; with
the implication that neurons have a means to associate arriving
inputs with the outgoing spikes and adapt the synaptic weights
accordingly. It was therefore very intuitive to postulate STDP as a
more temporally specific extension of Hebbian associative learning
and experience driven plasticity (for definition, see below; and for
modeling approaches see: Gerstner et al., 1993, 1996; Abbott and
Blum, 1996; Blum and Abbott, 1996; Mehta et al., 2000).

However, for this idea to be relevant for behavioral learning as
first formally proposed by Hebb (1949), it must hold true in vivo.
This is where the STDP concept faces two conundrums, the first
based on ongoing spiking activity, and the second based on the
timing of spikes in relation to behavioral outcome.

Abbreviations: AP, action potential; EPSP, excitatory postsynaptic potential; ACh,
acetylcholine; NA, noradrenaline; nAChR, nicotinic acetylcholine receptor; mA-
ChR, muscarinic acetylcholine receptor; mGluR, metabotropic glutamate receptor;
AC, adenylyl cyclase; PLC, phospholipase C; PKA, protein kinase A; t-LTP, timing-
dependent LTP; t-LTD, timing-dependent LTD

ongoing presynaptic activity impinging on the dendritic
tree that can generate postsynaptic spikes (Figures 1A,B)
(Wilson and Groves, 1981; Cowan et al., 1994; Wilson and
Kawaguchi, 1996; Stern et al., 1997). These spikes backpropa-
gate throughout the neuron (Waters et al., 2003; Waters and
Helmchen, 2004), potentially interacting with the vast num-
ber of dendritically located synapses as these synapses con-
tinue to receive barrages of excitatory inputs (Figure 1C,).
Under these conditions, the implications of STDP rules on
individual synapses would be that a synapse active just prior
to a spike event will increase in efficacy, whereas a synapse
that is active just after the spike, will decrease its efficacy. The
question arises, whether the mere association of presynaptic
input and postsynaptic spiking activity would be enough to
alter synaptic efficacy, and whether individual synapses in
turn continuously scale up and down as inputs and backpro-
pagating spikes constantly interact? Moreover, do sponta-
neously occurring spikes (Figure 1C,) and stimulus-evoked
spikes (Figure 1C,) equally change synaptic weights as they
interact with presynaptic input (Figure 1D)? When a spike
is fired, whether it is spontaneous or evoked, how are active
synaptic inputs that are driven by a stimulus separated from
those that are due to the ongoing activity? One possible solu-
tion to these selectivity problems was originally proposed in
relation to reward mediated learning (Miller, 1981; Wickens,
1990). These theoretical studies proposed that, in addition
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FIGURE 1 | Sub- and suprathreshold neuronal activity in vivo and putative
consequences for STDP. (A) Whole-cell recording from a pyramidal neuron in
primary sensory cortex in vivo. Membrane potential trace contains (1) upstates,
generated by presynaptic input, with no APs (action potentials: subthreshold
events; subthr), (2) upstates with spontaneous APs (spont), and (3) upstates
with APs evoked by sensory stimulation (sensory stim, indicated by bar).
Hyperpolarizing current steps (I) were applied to determine input resistance.
(B) Examples of spontaneous and stimulus-evoked activity in vivo. Events
marked 1-3in A (gray boxes) are depicted here in higher magnification. APs are
truncated. (C) Dendritic interactions of presynaptic inputs during both
subthreshold upstates and suprathreshold upstates with a spontaneous or a
stimulus-evoked backpropagating AP, Left: Biocytine-stained pyramidal neuron
showing soma, dendritic and axonal arborization. Part of the dendrite is shown
schematically in the three panels at the right: (C,) During subthreshold events,

upstate related synaptic input (up) arrives at dendritic spines. (C,) Spontaneous
backpropagating APs (bAP spont) putatively interact with upstate related
synaptic input arriving at plasticity-relevant timings. (C,) During sensory
stimulation, stimulus-evoked backpropagating APs (bAP stim) can putatively
interact with upstate related or with stimulus-evoked synaptic input (stim). (D)
Putative changes in synaptic strength based on the timing of the AP with
respect to incoming synaptic input (for both, upstate-related input [red] and/or
stimulus-evoked input [green]). The question arises, if spontaneous bAPs as well
as stimulus-evoked bAPs induce plasticity, when they interact with upstate
related inputs (D, vs. D,). In addition, the question arises, if both, stimulus-
evoked and upstate-related input — when timed to coincide with bAPs —induce
changes in synaptic strength (D,). Alternatively, in addition to timing, factors may
exist that enable the spatial and temporal selection of activated synapses for
plasticity.

to the associated pre- and postsynaptic activity, a “third fac-
tor” was available to the network that enabled both the tem-
poral and the spatial selection of specific inputs. To apply
this to the in vivo situation, raises several further questions:
could a neuromodulator represent such a third factor for
selecting specific active inputs to a neuron that is embedded
in a continuously active network? Given that many repeti-
tions of timed pre—post pairings are typically necessary for
STDP induction, could a third factor modify the number
of repetitions needed for plasticity induction? In addition
to the third factor requirement, other possible solutions for
plasticity induction in vivo have been proposed that are not
covered in the present review (Gerstner et al., 1996; Kempter
et al.,, 1999; Beggs, 2001; Seung, 2003; Xie and Seung, 2004).

(2) If spike timing dependent synaptic plasticity rules are the

basis for the modification of behavior, and neuromodulatory
systems are critical for this process, then a second conundrum
of temporal credit assignment is faced. Both the behavioral
signals and the behavioral outcome must be taken into account
temporally. This likely also includes the activation of subcorti-
cal modulatory nuclei that can mediate for example alerting or
rewarding signals to target structures (Schultz, 2000). How does
such behavioral activation of a modulatory center influence the
interaction of near-coincident pre- and postsynaptic activity
with spatial and temporal specificity? Near-coincident pre- and
postsynaptic spiking activity and neuromodulators most likely
act on different timescales, ranging from tens of milliseconds
for pre- and postsynaptic spikes to seconds or longer for some
neuromodulators (for review see: Schultz, 2007). How will these
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different temporal activation schemes work together during
behavioral learning? This temporal credit assignment problem
is not new in neuroscience, as for example in reward mediated
learning the “distal-reward problem” has been recognized years
ago: How can the reward relate to specific events that happened
earlier in time than the reward (Hull, 1943; Blum and Abbott,
1996; Schultz, 1998, 2006; Sutton and Barto, 1998; Izhikevich,
2007; Vasilaki et al., 2009)? Specific subcortical “reward systems”
have been implicated in such learning with the neuromodu-
lator dopamine being the most characterized (for review see:
Schultz, 2000, 2002).

Although the rules associated with STDP have started to be
addressed in vivo (Meliza and Dan, 2006; Jacob et al., 2007), to date,
all the data about the involvement of neuromodulators in STDP
have come from in vitro studies. In vitro, the dopaminergic system,
amongst a number of other neuromodulatory systems, has been
found to influence timing-dependent plasticity (Bissiere et al., 2003;
Couey et al., 2007; Seol et al., 2007; Lin et al., 2008; Pawlak and Kerr,
2008; Shen etal.,2008; Zhang etal., 2009). The following sections will
present the existing in vitro experimental evidence concerning how
neuromodulators are involved in timing-based plasticity. This review
will be restricted to neuromodulator-actions on timing-dependent
plasticity in the mammalian central nervous system. Furthermore,
we concentrate on long-range neuromodulatory systems (that
are thought to become activated by distinct behavioral states in
vivo), although locally acting systems and retrograde messengers
undoubtedly play an important role in STDP. Such locally acting
systems important for STDP are for example endocannabinoids
(Sjostrom et al., 2003; Bender et al., 2006; Nevian and Sakmann,
2006; Tzounopoulos et al., 2007), metabotropic glutamate receptors
(mGluRs; Egger et al., 1999), and brain-derived neurotrophic factor
(Mu and Poo, 2006; Sakata et al., 2009; Sivakumaran et al., 2009).

EXPERIMENTAL EVIDENCE FOR INVOLVEMENT OF
NEUROMODULATORS IN STDP

Neuromodulators are involved in most forms of synaptic plasticity
ranging from short-term plasticity (ms) (for review see: Lovinger,
2010) to long-term plasticity (hours) (Neuman and Harley, 1983;
Frey et al., 1990; Huerta and Lisman, 1993; Thomas et al., 1996),
to experience-dependent plasticity (Bear and Singer, 1986; Kilgard
and Merzenich, 1998) as well as structural plasticity (Ingham et al.,
1998; Day et al., 2006; Gerfen, 2006) (for definitions, see below).
Although over the past few decades the role of neuromodulation in
certain forms of synaptic plasticity that mainly used high frequency
stimulation induction protocols has been well established, it is not
clear how these results relate to STDP (for reviews see: Jay, 2003;
Hasselmo, 2006; Sara, 2009; Wickens, 2009).

To identify common neuromodulatory rules across the exist-
ing STDP studies is potentially difficult as not all studies have used
the same induction protocols. The induction protocols used range
from pairing of single spikes with a single synaptic input (Lin et al.,
2003; Couey et al., 2007; Pawlak and Kerr, 2008; Zhang et al., 2009),
and spike bursts with a single synaptic input (Seol et al., 2007; Shen
etal.,, 2008) to “theta” burst paradigms, in which multiple excitatory
postsynaptic potentials (EPSPs) are interleaved with multiple spikes
(Bissiere et al., 2003; Shen et al., 2008) (see also Table 1). The use of

multiple spikes with multiple EPSPs during theta burst protocols,
usually evoked at around 30-50 Hz, does not allow true timing to be
investigated as the preceding spike is always temporally close to the
following evoked EPSP (for more details see: Froemke et al.,2010) but
this may, in some cell types, be closer to what occurs during behavior.
Studies into such complex pairing protocols indicate that the complex
EPSP—spike interactions affect downstream signaling cascades differ-
ently to seemingly more simple EPSP—single spike interactions (Wang
et al., 2005; Froemke et al., 2006). Also, other alterations to STDP
recording conditions, for example the presence of GABAergic trans-
mission or pre—post repetition rate may change the STDP window
(for further reading see: Wickens, 2009). This opens the possibility that
neuromodulators can activate different second messenger pathways
depending upon the STDP induction protocol and recording condi-
tions that were used. The identification of common neuromodulatory
rules s further complicated by the use of different tools to manipulate
neuromodulatory systems amongst studies, for example application
of receptor agonists, receptor antagonists, or of the neuromodulator
itself, often with different application times.

Therefore, while we attempt to summarize neuromodulatory
actions during timing-based plasticity in the following paragraph, one
should be aware that differences in STDP induction protocols as well
as method of neuromodulatory manipulation might impede finding
common principles of neuromodulatory actions across studies.

PERMISSION TO CHANGE: NEUROMODULATORS AND STDP

Studies investigating the effect of neuromodulators on STDP have
either used a fixed relative pre—post timing to induce timing-de-
pendent long-term potentiation and depression (t-LTP or t-LTD)
(Bissiere et al.,2003; Couey et al., 2007; Pawlak and Kerr, 2008; Shen
etal.,2008), or used a whole range of pre—post stimulation timings
to investigate the effects of neuromodulation on the STDP timing
window shape (Lin et al.,2003; Seol et al., 2007; Zhang et al., 2009).
As will be discussed in detail in the following section, the studies
using a fixed pre—post timing have often identified neuromodula-
tory signaling as a requirement for STDP to occur.

Of the neuromodulators investigated, dopamine is the most
widely studied and has been shown to influence timing-dependent
plasticity across several brain regions. In amygdala, t-LTP was only
induced by a protocol consisting of short bursts of afferent stimula-
tion timed to action potential (AP) bursts, when either dopamine
was applied or GABAergic inhibition was blocked (Bissiere et al.,
2003). Here, dopamine acted by activating dopamine D2 receptors,
thereby suppressing feedforward inhibition from local interneu-
rons, which permitted t-LTP induction by burst-pairing. The effect
of dopamine depended on intact GABAergic transmission, since
no potentiation occurred when dopamine was applied during
pairing when GABAergic transmission was blocked, suggesting
that the pairing protocol triggers different processes depending
on the absence or presence of synaptic inhibition (Bissiere et al.,
2003). In dorsal striatum under GABA, block, timing-dependent
LTP was induced when a single AP closely followed an EPSP, while
timing-dependent LTD was induced when the order was reversed
(Pawlak and Kerr, 2008). Here, blocking dopamine D1/D5 receptors
prevented t-LTP as well as t-LTD (Figures 2A,B), while blocking
dopamine D2 receptors altered the onset, but not the final peak
change in plasticity.
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Table 1| Comparison of studies investigating the effect of neuromodulators on STDP.

Study Brain region Cell type Neuromodulator STDP Neuromodulator Main method of = Mechanism
investigated involved (via induction effect on STDP neuromodulatory mediating
receptor subtype) protocol system neuromodulator
manipulation effect on STDP
Bissiere etal.  Lateralamygdala Projection Dopamine via t-LTP: 3EPSPs  Permitted t-LTP Application of Suppression of
(2003) (mouse) neurons D2 Rs timed to 3 APs dopamine (100 uM) feedforward
and receptor inhibition
agonists
Pawlak and Dorsal striatum  Spiny projection ~ Dopamine via t-LTP: 1 EPSP Permitted t-LTP Application of ?
Kerr (2008) (rat) neurons (SPNs) D1/D5 Rs —-1AP;+-LTD: 1 and t-LTD dopamine receptor
AP -1 EPSP antagonists
Shen et al. Dorsal striatum  Spiny projection ~ Dopamine via D1/  t-LTP: 3EPSPs  Permitted t-LTP Application of ?
(2008) (mouse) neurons D5and D2 Rs timedto 3APs; andt-LTDin dopamine receptor
t-LTD: 3 APs specific SPN antagonists
timed to 1 EPSP  subgroups
Couey et al. Prefrontal cortex Layer 5 pyramidal  Nicotine via t-LTP: 1 EPSP Block of t-LTP; Application of Increase in
(2007) (mouse) neurons nAChRs -1AP instead, induction nicotine (300 nM; inhibition; note:
of small amount 10 uM) stronger protocol (1
of LTD (only 10 EPSP -2 or 3APs)
uM) still induces t-LTP
in nicotine
Zhang et al. Hippocampus Glutamatergic Dopamine via t-LTP: 1 pre-AP  "Wider"” range of  Application of ?
(2009) (rat, dissociated  (presumably D1/D5 Rs — 1 post-AP; spike timings dopamine (20 uM)
culture) pyramidal) t-LTD: 1 post-AP induces t-LTF, less
neurons —1 pre-AP spike pairings
reguired to induce
t-LTP
Linetal. Hippocampus CA1 pyramidal Noradrenaline via  t-LTP: 1 EPSP “Wider” range of  Application of Modulation of PKA
(2003) (rat) neurons B-adrenergic Rs -1AP spike timings agonists or ERK/MAPK
induces t-LTP signaling??
Seol etal. Visual cortex (rat) Layer 2/3 Acetylcholine via t-LTP: 1 EPSP Cooperation Application of Promotion of
(2007) pyramidal M1 muscarinic Rs; timedto4 APs;  between agonists AMPA receptor
neurons noradrenaline via t+-LTD: 4 APs cholinergic and phosphorylation at
B-adrenergic Rs timed to 1 EPSP  adrenergic sites implicated in
systems allows plasticity
for bidirectional expression

STDP

Rs, receptors; ERK, extracellular signal-regulated kinase; MAPK, mitogen-activated protein kinase, pre-AFR, post-AF, connected pairs of neurons, in which an AP in the

presynaptic neuron was timed with an AP in the postsynaptic neuron.

Hence, the activation of dopamine D1/D5 receptors allowed for
two events, the presynaptic input and the postsynaptic spike that
occurred on a timescale of a few tens of milliseconds, to induce a
lasting change in synaptic efficiency. Because dopamine receptors
were blocked throughout the experiment with specific antagonists,
the issue still remains whether dopamine alone acts in the same
way when applied during the induction period (see “Changes to
the Shape of the STDP Window”). In the subpopulation of stri-
atal principal neurons that do not express dopamine D1 receptors,
other neuromodulatory receptor systems were required for STDP.
Here, adenosine A2 receptors, which are coupled to the similar
second messenger cascades as D1 receptors (Premont et al., 1977;
Schwarzschild et al., 2006) had to be activated for t-LTP induction.

Both, endocannabinoid CB1 receptor as well as dopamine D2
receptor activation was required for t-LTD induction (Shen et al,,
2008). In contrast to the amygdala, in the striatum the effect of
dopamine on STDP seems to operate independently of GABAergic
transmission (Pawlak and Kerr, 2008; Shen et al., 2008).

Nicotine was shown to be involved in STDP by acting on nicotinic
acetylcholine receptors (nAChRs) in prefrontal cortex (Couey etal.,
2007). Here, nicotine application caused normally t-LTP-inducing
pre—post pairings, consisting of EPSP and single APs to induce a
small amount of t-LTD in layer 5 pyramidal neurons. As an underly-
ing mechanism, nicotine was found to strongly increase inhibition
of layer 5 pyramidal neurons. Accordingly, the blocking effect of
nicotine on t-LTP was partly overcome when inhibition was also
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FIGURE 2 |Timing-dependent LTP and LTD are under the control of dopamine
D1/D5 receptors in striatal principal neurons. Anatomy of neuromodulatory
fibers and the respective receptors as exemplified for striatal dopamine. (A) t-LTP
was induced under control conditions (black circles) with a STDP protocol, where
the AP followed the EPSP by 10 ms (At = 10 ms). (B) t-LTD was induced under
control conditions with a protocol, where the EPSP followed the AP by 30 ms
(At =-30 ms). No plasticity was observed with these two protocols, when
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dopamine D1/D5 receptors were blocked (green circles). (A,B modified from:
Pawlak and Kerr, 2008). (C) Excitatory (glutamatergic) synapses arising from the
cortex (Cx) or the thalamus (Th) onto spines of a striatal principal neuron. Only
some of these spines also receive innervation from nigrostriatal (SN) dopaminergic
fibers. Dopamine receptors (D1 and D2 subgroups) are distributed across distinct
pre- and postsynaptic sites. For simplicity, the dopaminergic receptors, which are
located on several of the striatal interneuron classes, are omitted from this cartoon.

blocked or a stronger t-LTP-inducing stimulus, consisting of pairing
EPSPs with AP bursts, was applied. Since calcium is thought to be
a crucial second messenger in synaptic plasticity induced by using
spike-timing or other plasticity inducing protocols (for reviews
see: Artola and Singer, 1993; Malenka and Bear, 2004), and since
pre—post timing protocols produce characteristic spatiotemporal
calcium signals (Koester and Sakmann, 1998), Couey et al. (2007)
also investigated dendritic calcium dynamics during AP-EPSP pair-
ing. Under the influence of nicotine, calcium changes were reduced
during a pairing protocol that normally induced t-LTP in control
condition (single-AP pairings). In contrast, during a stronger t-LTP-
inducing protocol (AP-burst pairings), changes in dendritic calcium
were comparable between control groups and nicotine groups. Both,
pre- and postsynaptic nAChRs, distributed across several classes of
interneurons, were suggested as potential targets of nicotine when
reversing prefrontal t-LTP into t-LTD (Couey et al., 2007).

Not only manipulations of nicotinergic signaling, but also
manipulations of the balance between dopaminergic and adenos-
inergic signaling are capable of reversing the sign of plasticity (i.e.,
converting t-LTP into t-LTD or vice versa); when dopaminergic
signaling via D2 receptors was blocked and adenosine signaling
was “boosted” by application of adenosine A2 receptor agonists,
t-LTP was reversed into t-LTD upon a pre—post timing protocol
(Shen et al., 2008).

In summary, dopamine receptor activation is often a prerequisite
for timing-dependent plasticity to occur, and nicotine’s action is
to increase the threshold for t-LTP induction. While the investiga-
tion of neuromodulatory influences using a few selective EPSP—AP
timing protocols has led to important insights into specifically
dopamine’s and nicotine’s actions during STDP, a more complete
picture emerges when neuromodulatory influences are studied
across the entire STDP window.

CHANGES TO THE SHAPE OF THE STDP WINDOW

In hippocampus, unlike in striatum and amygdala, dopamine
receptor activation was not a critical requirement for STDP induc-
tion. Here, t-LTP was induced by a pre—post protocol in the pres-
ence of dopamine receptor blockers (Zhang et al., 2009). However,
dopamine application resulted in a modest, albeit not significant,
increase in the amount of t-LTP observed when single postsynaptic
APs closely followed the presynaptic activation with a delay of 10 ms.
The much more dramatic effect observed with dopamine applica-
tion was a change in the shape of the STDP window, allowing for
longer pre—post timing delays to increase synaptic efficiency (Zhang
etal., 2009). This widening effect was attributed to dopamine D1/
D5 receptor activation, and was estimated to expand the t-LTP
window by at least 25 ms. Surprisingly, t-LTD, as normally induced
by a post—pre protocol, was converted into t-LTP by dopamine
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(Figure 3A). A similar broadening effect on the t-LTP window
during the pairing of single APs with presynaptic activation was
reported for the neuromodulator noradrenaline in hippocampal
CAl neurons (Lin et al., 2003). While the activation of B-adrenergic
receptors widened the t-LTP window by about 15 ms, the overall
amount of plasticity induced by the close pre—post pairings was not
affected. Post—pre pairings were not tested. An unexpected similar-
ity between both, B-adrenergic and dopaminergic actions on the
“widening” of the t-LTP window is that the effect was expressed
slowly, meaning that synaptic efficiency was unchanged directly
after the pairing protocol and gradually started to increase from
around 15 min post pairing protocol. The implications of window
widening are that the activation of dopamine or noradrenaline
receptors reduces the threshold for t-LTP induction by allowing
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FIGURE 3 | (A) Dopamine changes the shape of the STDP window in
hippocampal neurons. STDP window in control conditions (black circles) and
when dopamine was present during the STDP induction protocol (green
circles). On the “t-LTP side” of the window (positive pre—post timings),
dopamine allowed for longer intervals between spike and synaptic activation
to induce potentiation of synaptic strength. On the “t-LTD side” of the window
(negative pre—post timings), dopamine enabled t-LTP induction with a protocol
that induced t-LTD under control conditions. (B) Dopamine reduces the
number of spike pairs required to induce t-LTR. In control conditions, about 60
repetitions of timed pre—post spike pairings were required to induce robust
t-LTP In presence of dopamine, already 5-10 such pairings were sufficient to
induce significant t-LTR (A,B modified from: Zhang et al., 2009).

for a wider range of pre—post timings to induce synaptic potentia-
tion. The next question is whether the number of spikes needed to
induce plasticity is altered with neuromodulation?

CHANGES TO THE NUMBER OF TRIALS REQUIRED TO ACHIEVE
PLASTICITY

In addition to having an effect on the shape of the STDP win-
dow, dopamine also affected the number of pre—post pairing
episodes required to induce plasticity in hippocampal neurons
(Zhang et al., 2009). Specifically, when dopamine D1/D5 recep-
tors were activated, successful t-LTP induction required a strongly
reduced number of timed pre—post pairings, namely instead of
the typically required 60 pairing trials, less than 10 pairings were
required (Figure 3B). Thus by decreasing the required number
of spike pairings, dopamine decreases the threshold for t-LTP
induction.

COOPERATION BETWEEN NEUROMODULATORS

As suggested by the anatomy of converging neuromodulatory fibers
as well as direct physiological evidence, one neuromodulator often
does not act in isolation, but several neuromodulatory systems
interact (for example, see Bear and Singer, 1986; Zhou etal., 2001).
In visual cortex layer 2/3 pyramidal neurons, pairing stimulation of
layer 4 afferents with AP bursts did not result in plasticity, neither
for pre—post protocols, nor for post—pre protocols (Seol et al., 2007;
but compare Feldman, 2000; Froemke et al., 2005). For plasticity
to occur, neuromodulatory receptors had to be activated during
the pre—post timing protocols. Specifically under stimulation with
[B-adrenergic agonists, pre—post pairings, with timings between—50
and +50 ms, always induced t-LTP. Conversely, activation of M1
muscarinic receptors always resulted in t-LTD within the same
range of timings. Finally, the “normal” standard STDP window
displaying bidirectional plasticity, with causal pre—post timings
leading to t-LTP and anticausal post—pre timings leading to t-LTD,
was achieved with the combined application of $-adrenergic and
M1 muscarinic agonists (Figure 4).

The activation of B-adrenergic and M1 muscarinic receptors
resulted in temporary phosphorylation of distinct sites at AMPA
receptors that have been suggested to be crucial for t-LTP and t-LTD,
respectively. This led the authors to conclude that neuromodula-
tors supply AMPA receptors with distinct “tags” that allow dur-
ing certain pre—post spiking timings the induction of t-LTP and
t-LTD, respectively. In summary, the activation of noradrenergic
and muscarinic acetylcholine receptors (mAChRs) is required for
STDP, and more specifically, only the concurrent activation of the
two neuromodulatory systems is required to achieve a “standard”
STDP window with a t-LTP and a t-LTD side.

CONCLUSION OF THIS SECTION

The observed neuromodulatory actions so far can be divided into
two categories (see also Table 1): In the first category, neuromodu-
lator receptor activation is necessary for plasticity (Bissiere et al.,
2003; Seol et al., 2007; Pawlak and Kerr, 2008; Shen et al., 2008),
thereby representing in addition to the precise timing of pre- and
postsynaptic activity, a third factor essentially required for plasticity
induction. Notably, in one study, two neuromodulators acted in
concert to enable bidirectional STDP (Seol et al., 2007).
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FIGURE 4 | Coapplication of B-adrenergic and M1 muscarinic agonists is
required for “standard” bidirectional STDP in visual cortex. In the
presence of a B-adrenergic agonist alone, close positive as well as negative
pre-post timings induced t-LTP (green circles). When a M1 muscarinic agonist
was present, close positive as well as negative pre—post timings induced
t-LTD (red circles). Only the combined application of B-adrenergic and M1
muscarinic agonists resulted in the “standard” STDP window with close
pre—post timings leading to t-LTP and post—pre timings leading to t-LTD (black
circles). (Modified from: Seol et al., 2007).

In the second category, the neuromodulator changes the con-
ditions for plasticity by either increasing (Couey et al., 2007) or
decreasing the threshold for plasticity induction (Lin et al., 2003;
Zhang et al., 2009; but see also Bienenstock et al., 1982). An effect
observed in studies from both categories is that specific manipu-
lations of one or several neuromodulator systems, result in sign
reversal of plasticity, meaning that a normally t-LTP-inducing
stimulus induced t-LTD, or vice versa (Bissiere et al., 2003; Couey
et al., 2007; Seol et al., 2007; Shen et al., 2008; Zhang et al., 2009).
Although the mechanisms underlying such sign reversal are not
clear, activity patterns that “boost” backpropagating APs in remote
dendrites have been shown to “switch” t-LTD to t-LTP (Sjostrom
and Hausser, 2006). Since some neuromodulators can exert a
short-term effect on dendritic excitability and backpropagation
(for review see: Waters et al., 2005), neuromodulators could also
modulate backpropagating APs during STDP protocols, although
this might not occur with all neuromodulators (Gulledge and
Stuart, 2003).

The effect of neuromodulators on dendritic excitability is not
restricted to short-term effects, since for example, the combina-
tion of mACh receptor activation with weak dendritic spikes in a
distinct dendritic compartment resulted in a long-lasting excit-
ability increase restricted to the involved dendritic compartment
(Losonczy et al., 2008). This excitability increase transformed the
weak dendritic spikes into strong dendritic spikes. Strong dendritic
spikes have been implicated in drastic trial reduction to induce
plasticity (Remy and Spruston, 2007). Such dendritic spikes are

usually evoked with rather focused massive or convergent activ-
ity. Alternatively, a neuromodulator could reduce the trial number
required for plasticity induction by making a dendritic compart-
ment receptive for strong dendritic spike initiation (Losonczy
et al., 2008).

From a temporal point of view, neuromodulators have been
found to influence STDP on at least three timescales: on the scale
of tens of milliseconds, neuromodulators influenced the interac-
tion of pre- and postsynaptic spikes to induce plasticity; on the
scale of seconds, neuromodulators influenced the number of rep-
etitions of pre—post activity needed to evoke plasticity; and on
the order of minutes, neuromodulators influenced the time course
of plasticity.

DOES THE THIRD FACTOR HAVE A TIMING ISSUE, TOO?

The studieslisted in Section “Experimental Evidence for Involvement
of Neuromodulators in STDP” have either constantly manipu-
lated neuromodulator receptors during the entire experimental
period (Lin et al., 2003; Pawlak and Kerr, 2008; Shen et al., 2008)
or only during the induction period (Bissiere et al., 2003; Couey
et al., 2007; Seol et al., 2007; Zhang et al., 2009). An important
question that is very difficult to address experimentally, is how the
outcome, in terms of plasticity, depends on the exact point in time
of activation of neuromodulator-receptors, relative to pre- and
postsynaptic spiking?

Since neuromodulator release sites and the receptors for the
neuromodulator are not necessarily located close together on either
side of the synaptic cleft, as in the classical concept of a synapse,
the time required for diffusion of the released molecules has to be
taken into account (see also Figure 2C). The modulator molecules
have first to be released, then “travel” and bind to the respective
receptors and initiate some G-protein coupled signaling cascade,
which is a very different scenario from fast glutamate transmis-
sion. The time course of neuromodulator action was traditionally
thought to be slow (on the scale of minutes), but recent evidence
suggests that the time course is on the order of a few seconds (for
review see: Sarter et al., 2009). Despite this recent change in think-
ing the question still arises how do these different timescales of
spikes (1-2 ms) and neuromodulation (seconds) fit together in a
working mechanism?

Three possible scenarios can be devised of how such a mecha-
nism could work. The first two are at the single neuron level involv-
ing an “eligibility trace”, and the third is at the network level and
relies on reverberating activity.

In the first scenario, the coordinated pre—post activity occurs
before the neuromodulator release, as would be the case during
unexpected reward. Here, spike and synaptic activation could leave
a time decaying eligibility trace (Wang et al., 2000; Sarkisov and
Wang, 2008) that subsequent neuromodulator receptor activation
may then interact with to modulate plasticity.

In the second scenario, the neuromodulatory receptors are acti-
vated before the coordinated pre—post activity occurs, as would
be expected during the learning of attention-based tasks. Here,
the signaling mechanisms activated by neuromodulatory recep-
tors themselves may create a slowly decaying eligibility trace, with
which the coordinated pre—post activity can then interact with to
modulate plasticity.
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Experimental evidence for either scenario or the underlying
molecular mechanisms is mostly lacking. However, the two pre-
sented scenarios resemble problems faced in the field of metaplas-
ticity (Abraham, 2008) in which the concept of an eligibility trace
has also been proposed. During metaplasticity, synapses will more
easily undergo plasticity after a “priming” stimulus has changed the
state of specific molecular signaling cascades; this change may for
example “kick” plasticity-relevant enzymes into a more receptive
state or it may result in enhanced phosphorylation of intracellular
or extrasynaptic AMPARs that allows them to be inserted into post-
synaptic membranes when an appropriate stimulus arrives (Sun
etal., 2005; Abraham, 2008). For STDP, evidence for a similar gat-
ing mechanism in accordance with scenario two (neuromodula-
tor receptor activation occurs first, followed by near-coincident
pre—post spiking) was found by Seol and colleagues (see Sections
“Experimental Evidence for Involvement of Neuromodulators in
STDP and “Cellular and Molecular Targets of Neuromodulators
During Timing-Dependent Plasticity”). When M1 muscarinic and
B-adrenergic agonists were applied and washed out, a subsequent
episode of timed pre—post pairings still initiated t-LTP or t-LTD,
respectively. In addition, because neuromodulators have been
shown to have a direct effect on glutamatergic receptor (AMPA
and NMDA) location within the synapse and activated current
efficacy (Seol et al., 2007; for review see: Cepeda and Levine, 2006),
this is a possible mechanism that could create an eligibility trace to
interact with subsequent pre—post pairing.

A third scenario how the three factors may interact in vivo, may
be that the respective pre—post-activity patterns “reverberate” in the
local circuit for some time (Hebb, 1949), and that such a memory
trace can be transduced into a lasting modification if a third-factor
success signal is present during the reverberation (Histed et al.,
2009). A problem with such a mechanism is that the reverberat-
ing activity should not produce overt action, however if different
circuits are involved, it is difficult to connect the success signal to
the activity that did cause overt action.

HOW CAN NEUROMODULATORS INFLUENCE THE
INTERACTION OF PRE- AND POSTSYNAPTIC SPIKES:
ANATOMICAL AND PHYSIOLOGICAL CONSIDERATIONS
Increasing evidence for the critical involvement of neuromodulator
systems in STDP raises the question of how the physical location
of neuromodulator release sites relates to the pre- and postsynap-
tic complex, which is thought to be the locus of STDP induction.
Typically, neuromodulatory centers are located quite distally from
the brain regions they influence (see more in Section “Activation
of Neuromodulatory Systems In Vivo”). In their distal target areas,
generally only a subgroup of neuromodulatory fibers makes direct
contact with dendritic spines that receive excitatory inputs (Freund
et al., 1984; Groves et al., 1994; Smith et al., 1994), whereas other
neuromodulatory fibers target dendritic shafts and somata or
form varicosities that lack synaptic specializations (Seguela et al.,
1989, 1990). Therefore the question arises if only this subset of
directly targeted synapses is influenced by neuromodulators when
pre- and postsynaptic spikes collide? This is unlikely, because the
receptors for the respective neurotransmitters are widely dis-
tributed across pre- and postsynaptic sites of principal neurons
and interneurons (Gerfen et al., 1990, 1995; Sesack et al., 1994;

Bergson et al., 1995; Caille et al., 1996) (Figure 2C), and receptor
density and location can change (Paspalas et al., 2006). A certain
degree of spatial specificity of neuromodulator-actions is prob-
ably achieved during behavior, when phasic release events occur,
which temporally increases the concentration of neuromodulator,
locally (reviewed in: Arbuthnott and Wickens, 2007; Sarter et al.,
2009, see below for definition of phasic release and also Section
“Activation of Neuromodulatory Systems In Vivo”). Finally, both
AMPA and NMDA receptors are located presynaptically on neu-
romodulatory release terminals, and the activation of these recep-
tors by overspill from neighboring active glutamatergic synapses
is thought to convey further spatial specificity to the neuromodu-
lator signal (Roberts and Sharif, 1978; Desce et al., 1992, 1994;
Jin and Fredholm, 1994). Because the actions of neuromodulators
are through receptors, the specific receptor subtype involved in
STDP has important implications for the interpretation of neu-
romodulatory actions at the single neuron level. Indeed, during
STDP, neuromodulators acted through specific receptor subtypes
(Bissiere et al., 2003; Lin et al., 2003; Seol et al., 2007; Pawlak and
Kerr, 2008; Shen et al., 2008; Zhang et al., 2009). This is a complex
issue as, for example for the neuromodulator dopamine, low con-
centrations are thought to activate dopamine D2-like receptors in
their high-affinity state, whereas high concentrations are thought to
activate dopamine D1-like receptors (Richfield et al., 1989). These
two receptor-subgroups are differentially expressed across neuronal
populations, and can activate opposing downstream target enzymes
(Girault and Greengard, 2004). Hence, during phasic release, the
heterogeneous structural arrangement of release sites, different
receptors subtypes, and regulated degrading/reuptake mechanisms
in combination with diffusional processes are likely to generate
further spatiotemporal heterogeneity of the neuromodulator sig-
nal. In addition, there is strong evidence that local spines within
a dendritic region are topographically organized functionally (Jia
etal.,2010) and that activity-initiated signaling cascades within the
postsynaptic spines and dendrites interact locally with other spines
(Harvey and Svoboda, 2007). This implies that in addition to the
spatial specificity of neuromodulator release, there is a postsynap-
tic organization that can potentially provide very spatially defined
neuromodulator action without the need for individual fibers to
innervate each and every postsynaptic spine. The implication for
timing-dependent plasticity in vivo would be that the timing of
neuromodulator release in relation to correlated pre- and postsy-
naptic activity can enable the spatiotemporal selection of specific
synapses for plasticity.

CELLULAR AND MOLECULAR TARGETS OF
NEUROMODULATORS DURING TIMING-DEPENDENT
PLASTICITY

Only few studies so far have addressed the issue of the exact cel-
lular and molecular targets of neuromodulators when they “gate”
STDP. In general, their receptors are (often) coupled to G-proteins
and hereby influence intracellular second messenger cascades; (for
example dopamine D1 receptors are coupled directly to adenylyl
cyclase (AC) and indirectly to protein kinase A (PKA) and pro-
tein phosphatase 1 (Hemmings et al., 1984), M1 muscarinic ACh
receptors are coupled to phospholipase C (PLC), B-adrenergic
receptors are coupled to PKA (exception: nicotinic ACh receptors
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are ligand-gated channels). As a result, many different voltage-
gated and calcium-dependent ion channels are influenced, which
can affect membrane potential, neuronal spiking and excitatory
transmission as well as inhibitory transmission (for review, see:
Hasselmo, 1995; Nicola et al., 2000; Magee and Johnston, 2005;
Sara, 2009). By their ability to affect dendritic ion channels,
neuromodulators are certainly empowered to influence how the
backpropagating AP will interact with incoming synaptic input
during spike-timing paradigms (Hoffman and Johnston, 1999;
Zhou et al., 2005; Sjostrom and Hausser, 2006; for review see:
Tsubokawa, 2000), although specific studies investigating neu-
romodulatory influences on such interactions are required (but
see: Couey et al., 2007).

Particularly in older animals, a preventing effect of inhibition
on STDP has been described (Meredith et al., 2003). The influence
that some neuromodulators have on inhibitory tone is certainly a
means to affect STDP rules (D2, A2, mGluR5; Bissiere et al., 2003;
Schwarzschild et al., 2006; Couey et al., 2007). However, several
studies describe an effect of neuromodulators on STDP while inhi-
bition is blocked, indicating at least one alternative mode of action
of neuromodulators (Pawlak and Kerr, 2008; Shen et al., 2008).

Such an alternative mode of action is putatively an influence
on the postsynaptic anchoring of glutamate receptors. For exam-
ple, dopamine D1/D5 receptors and B-adrenergic receptors can
increase surface expression of AMPA receptors (Chao et al., 2002;
Sun etal., 2005; Oh et al., 2006) promoting synaptic insertion (for
reviews see: Derkach et al., 2007; Lee and Huganir, 2008). The traf-
ficking of AMPA receptors in and out of the synapse depends on
phosphorylation of AMPA receptors at distinct sites (Lee et al.,
2000, 2003; Boehm et al., 2006; He et al., 2009). In agreement with
this, acetylcholine (coupled to PLC via M1 muscarinic receptors)
and noradrenaline (coupled to AC via B-adrenergic receptors) gate
phosphorylation at AMPA receptor sites implicated in t-LTP and
t-LTD (Seol et al., 2007). In addition, B-adrenergic receptors were
recently found to be anchored postsynaptically, forming a signal-
ing complex with PKA and AMPA receptors (Joiner et al., 2010).
Also, for dopamine, a complex interaction between D1 receptors
and NMDA receptor channels has been reported (Cepeda et al.,
1992; O’Donnell and Grace, 1994; Levine et al., 1996; Gao et al.,
2001; Cepeda and Levine, 2006). Given that both dopamine and
NMDA receptor activation were required for STDP (Pawlak and
Kerr, 2008; Shen et al., 2008; Zhang et al., 2009), an interaction of
these two receptor systems during the correlated pre- and postsy-
naptic spiking is possible.

Finally, it is worth considering the possibility that neuromodula-
tors might also alter the dynamic balance of the phosphatases and
kinases that control the induction of t-LTP and t-LTD (for review
see: Lisman and McIntyre, 2001). For example, it is well established
that PKA can reduce the activation of the phosphatases subserving
LTD (Blitzer et al., 1998). This could be a plausible mechanism to
account for the observation made in some studies that receptors
coupled to AC, like D1 dopaminergic and B-adrenergic receptors,
not only promote t-LTP but prevent t-LTD (Seol et al., 2007; Lin
et al., 2008; Zhang et al., 2009).

In summary, the neuromodulatory systems can potentially affect
STDP through a variety of mechanisms like changing the recruit-
ment of inhibition at the network level, or changing excitability,

kinase/phosphatase balance and priming AMPA receptor trafficking
at the subcellular level. An important question that remains largely
open is how those multiple actions are integrated in the different
behavioral states defined by the neuromodulatory systems.

ACTIVATION OF NEUROMODULATORY SYSTEMS /N VIVO

If one attempts a synthesis of STDP and neuromodulation, the
question arises at which points during behavior neuromodula-
tory nuclei become activated? Due to tonic background activity
of these nuclei, their innervated areas experience a constant low
tone of release resulting in neuromodulator concentrations in the
low nanomolar range. Salient behavioral events serve to drasti-
cally increase and decrease the activity of the respective nuclei (see
below). The exact spatiotemporal profile of neuromodulator con-
centrations achieved during behavior is mostly unknown. Perhaps
the best studied neuromodulator in this respect is dopamine, and
some information about dopamine’s in vivo concentration is avail-
able (see below), whereas for noradrenaline and acetylcholine the
concentration reached during behavior is not well studied.

DOPAMINE

Dopaminergic fibers arise from the ventral tegmental area and the
substantia nigra. Dopaminergic neurons are activated by primary-
rewarding stimuli: Unexpected rewards, but also the attentional
and rewarding aspects of novel stimuli cause midbrain dopamin-
ergic neurons to increase their firing rate (Ljungberg et al., 1992;
Mirenowicz and Schultz, 1996). As a certain task is being learned,
dopamine neurons shift their firing temporally toward the stimulus
that indicates reward is to follow (Schultz et al., 1993). Hereby, the
success-predicting stimulus has become rewarding. After a certain
task has been learned, the primary-rewarding stimulus does not
activate dopaminergic signals anymore; a dopaminergic signal is
only initiated when a reward is unexpected or better than predicted.
If a predicted reward is omitted, dopaminergic cells respond by
decreasing their firing (Hollerman and Schultz, 1998). Together, this
is consistent with theories of reinforcement learning stating that
reinforcers only contribute to learning when they are not entirely
predictable (Sutton and Barto, 1981). Recently, it has been found
that a subpopulation of dopamine neurons also fire in response to
aversive stimuli or associated cues (Joshua et al., 2008; Matsumoto
and Hikosaka, 2009) suggesting that dopamine can code for mul-
tiple external events (Redgrave and Gurney, 2006).

The timescale of the phasic increase in firing rate of dopamin-
ergic neurons is 50—-110 ms (latency) and <200 ms (duration) with
dopamine concentrations at target structures remaining elevated
(150-400 nM) for up to 400 ms (Chergui et al., 1994; Dugast et al.,
1994; Schultz, 2002). It is less clear how pauses in dopamine cell fir-
ing would affect local concentration levels, since the time course of
clearance is relatively slow. However subtle changes in the degree of
synchrony of firing have significant effects (Joshua et al., 2009).

NORADRENALINE

Noradrenaline neurons located in locus coeruleus seem to play a
role in vigilance, since these neurons show low firing rates during
drowsiness and slow-wave sleep, regular firing at quiet wakefulness,
and burst-firing in response to arousing stimuli (Aston-Jones and
Bloom, 1981). A large variety of arousing and attention-demanding
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stimuli cause a response in these noradrenergic neurons, this also
includes primary-rewarding stimuli and aversive stimuli (Foote
et al., 1980; Rasmussen et al., 1986; Sara and Segal, 1991; Aston-
Jones et al., 1994). In detail, this response consists of a very brief
increase in AP firing (15-70 ms latency, 2-3 APs) followed by a
longer suppression of AP firing (300-700 ms duration) (Berridge
and Waterhouse, 2003). The noradrenergic response disappears with
repeated stimulus presentations, but reappears when the stimulus
is followed by reinforcement (Sara and Segal, 1991). In general, the
noradrenaline signal is thought to be involved in sensory process-
ing, decision-making, working memory, and memory formation
(Cahill and McGaugh, 1996; Robbins and Roberts, 2007).

ACETYLCHOLINE

Cholinergic neurons in the basal forebrain nuclei are activated dur-
ing arousal and attention (Paxinos, 2004; Sarter et al., 2005), they
respond to unfamiliar stimuli (Wilson and Rolls, 1990), but also
to unpredicted and predicted rewards (Richardson and Delong,
1986, 1990). Also in striatum, tonically active striatal interneurons
(TANs), which are cholinergic (Wilson et al., 1990; Zhou et al,,
2002) respond to primary rewards and reward-predicting stimuli
with a pause and sometimes a subsequent increase in firing (Aosaki
et al., 1995; Apicella et al., 1997; Sardo et al., 2000; Zhou et al.,
2002). The firing of TANs mainly encodes outcome delivery and
omission at termination of the behavioral trial episode (Joshua
etal.,2008). Within the cortex, acetylcholine has been suggested to
enhance the response to sensory stimuli, and on more broad terms,
to be important for attention and working memory (Hasselmo
and Giocomo, 2006).

CONCLUSION OF THIS SECTION

This section shows that release of neuromodulators occurs in a
wide range of behavioral situations. Hence, the combination of
theoretical and experimental work suggests that neuromodulatory
influence on STDP might be linked to an equally wide range of
behavioral learning processes, namely fear-conditioning (Bissiere
etal.,2003), rapid learning (Zhang et al.,2009), reward-based learn-
ing (Pawlak and Kerr, 2008; Zhang et al., 2009), cognitive perform-
ance (Couey et al., 2007), but also pathological states (Shen et al.,
2008) (for modeling approaches see: Baras and Meir, 2007; Florian,
2007; Legenstein et al., 2008; Vasilaki et al., 2009; Fremaux et al.,
2010; Potjans et al., 2010).

FUTURE DIRECTIONS

Our knowledge about STDP and its regulation by neuromodula-
tors has substantially increased during the last years, although the
overall number of published studies concerning this topic remains
low. Current experimental evidence suggests that neuromodulators
shape the interaction between presynaptic and postsynaptic spike
activity across many brain areas, and the predominating effect of
neuromodulators is to allow plasticity or to make plasticity induc-
tion easier. Although there is amassing data from many different
brain regions, it needs to be clarified how universal this additional
modulatory factor is in regulating STDP. In addition, many brain
areas are targeted and influenced by not only one, but by several
neuromodulators (Bear and Singer, 1986; Zhou et al., 2001; Wang
et al., 2006; Sara, 2009), and accordingly, there is experimental

evidence that several neuromodulatory systems can interact to
influence STDP rules (Seol et al., 2007). How the interaction of
multiple neuromodulator systems exactly occurs during STDP,
and if this interaction is a universal principle across many brain
areas, will be interesting targets for future studies. Perhaps the most
important outstanding question regarding STDP and neuromodu-
lation concerns the exact time, when neuromodulatory receptors
need to be activated to exert an influence on synaptic efficacy during
causal and anticausal pre- and postsynaptic spiking. Along these
lines, it will be important to directly test whether neuromodulators
are capable of spatial or temporal selection of specific synapses
for plasticity (see Sections “How Can Neuromodulators Influence
the Interaction of Pre- and Postsynaptic Spikes: Anatomical and
Physiological Considerations” and “Conclusion”).

Finally, not only will both experimentalists and theorists need
to translate the effect of neuromodulators on STDP rules from
in vitro to in vivo conditions (see: Meliza and Dan, 2006; Jacob
etal., 2007), but also to the behaving animal. In addition, since it
is almost certain that specific memories are stored across neuronal
populations (Penfield, 1958, 1959), it will be important to see how
STDP rules relate to neuronal populations in the behaving animal
(Sawinski et al., 2009).

CONCLUSION

Spike timing dependent plasticity rules have been developed
mainly on the basis of in vitro experimental data and have pro-
vided a temporally specific extension to the activity-based synaptic
plasticity rules first proposed by Hebb (1949). However, when
one tries to apply these rules to in vivo conditions and to the
behaving animal, two conundrums arise: First, in vivo, a large
amount of pre- and postsynaptic activity constantly arrives at the
individual synapses. This raises the possibility that in vivo, syn-
apses are constantly adapting their synaptic efficacy as pre- and
postsynaptic spikes collide, which would be energetically ineffi-
cient for the involved neurons. An alternative possibility is that
a “third factor” using a neuromodulator signal may represent a
selection criteria that potentially allows presynaptic activity and
postsynaptic spiking to be associated, both spatially and tempo-
rally. Thus, neuromodulators might enable the neuronal networks
to select certain inputs and to make them eligible for changes in
efficacy. To this end a large amount of indirect in vitro experi-
mental evidence from many brain regions as well as theoretical
evidence is being amassed that this may be the case, but a direct
measurement of the third factor rule in vivo has yet to be achieved
(for experimental evidence, see Section “Experimental Evidence
for Involvement of Neuromodulators in STDP”; for modeling
approaches see: Baras and Meir, 2007; Florian, 2007; Izhikevich,
2007; Legenstein et al., 2008; Vasilaki et al., 2009; Fremaux et al.,
2010; Potjans et al., 2010).

Second, if one attempts to transfer the concepts of STDP to
in vivo conditions, the obvious next questions are (a) if STDP rules
are actually used for behaviorally based learning, and (b) how neu-
romodulation might be involved in this process. Neuromodulation
alone is certainly an important factor involved in behavioral learn-
ing, as demonstrated by decades of research. If neuromodulation
was instrumental in shaping STDP rules during behaviorally
based learning, it would require fast time scale events like pre- and
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postsynaptic spikes and the putatively “slowly acting” neuromodu-
lators to interact. The existing in vitro studies are only starting to
provide insights how this temporal interaction might work. And
for the in vivo situation, this picture will be much more complex,
as a variety of behavioral states will release different combinations
of neuromodulators at different timings and at different concentra-
tions, activating different target receptor subtypes.

Dopamine, to date, is the most investigated neuromodulator
and represents an interesting case for neuromodulator-regulation
of STDP, as it has both the effect of “broadening” the t-LTP win-
dow and of changing what would normally be t-LTD into t-LTP.
With regards to reward-mediated learning, the implication of these
experimental findings is that any spike occurring within a certain
window either before or after the synaptic input will increase the
synaptic efficacy, which implies that many different external events
that occurred temporally around the rewarding event could be
associated with the reward.

It is an open question how an animal succeeds in linking the
specific neuronal activity involved in a behavior to the behavioral
outcome. How neuromodulators released during different states
such as attention, arousal and reward influence this linking process,
is also unknown. To achieve a full understanding of the principles
of how neuromodulation shapes STDP rules might represent a first
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GLOSSARY

Neuromodulator: A substance that is released by a neuron and
alters the function of other neurons —typically on a slower timescale
than a neurotransmitter.

Experience-dependent plasticity: Changes in synaptic strength or
structural plasticity that result from manipulations altering sensory
experience (Hooks and Chen, 2007; Fox, 2009).

Structural plasticity: Formation or elimination of dendritic spines,
axonal boutons, synaptic contacts. Also includes structural rear-
rangements on a larger scale like changes in axonal/ dendritic arbors
(Lamprecht and LeDoux, 2004; Holtmaat and Svoboda, 2009).
Synaptic change/synaptic plasticity: A change in the strength of
synaptic transmission, which can be measured in several ways, like
for example a change in the postsynaptic potential or postsynap-
tic current. It can be expressed on the level of a single neuron or
a population of neurons (Bliss and Collingridge, 1993; Luscher
et al., 2000).

Phasicrelease: Increase in neurotransmitter release that is restricted

step toward solving these important questions.
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Spike-timing-dependent plasticity (STDP) has attracted considerable experimental and theoretical
attention over the last decade. In the most basic formulation, STDP provides a fundamental unit—a
spike pair —for quantifying the induction of long-term changes in synaptic strength. However, many
factors, both pre- and postsynaptic, can affect synaptic transmission and integration, especially
when multiple spikes are considered. Here we review the experimental evidence for multiple
types of nonlinear temporal interactions in STDR focusing on the contributions of individual spike
pairs, overall spike rate, and precise spike timing for modification of cortical and hippocampal
excitatory synapses. We discuss the underlying processes that determine the specific learning
rules at different synapses, such as postsynaptic excitability and short-term depression. Finally, we
describe the success of efforts toward building predictive, quantitative models of how complex
and natural spike trains induce long-term synaptic modifications.
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INTRODUCTION

Synaptic plasticity is essential for the organization and function
of neural circuits. Long-term changes in synaptic strength have
been described for many systems, ranging from the invertebrate
neuromuscular junction to the mammalian hippocampus and neo-
cortex (Malenka and Nicoll, 1999; Zucker, 1999). Correspondingly,
itis believed that there are several important consequences of long-
term synaptic modification depending on when and where synaptic
modifications occur, including neural development (Katz and Shatz,
1996), cortical map formation, and reorganization (Cruikshank
and Weinberger, 1996; Buonomano and Merzenich, 1998; Kilgard
et al., 2002), alteration of receptive field properties (Fregnac and
Shulz, 1999; Froemke et al., 2007), perceptual learning (Gilbert,
1998), behavioral conditioning (Schafe et al., 2001), and memory
encoding and storage (Martin et al., 2000). It is therefore critical
to understand the general rules by which synapses are changed in
response to various patterns of neural activity.

Most types of long-term synaptic modification can be formu-
lated in terms of Hebbian learning. The neurophysiological postu-
late of Hebb (1949) has exerted tremendous influence on the study
of synaptic plasticity. Hebb’s idea was that associative learning such
as Pavlovian conditioning (Pavlov, 1927) could be represented in
a neural circuit by changes in the patterns of synaptic connec-
tions, a concept that was inspired by the experimental findings of
Lorente de N6 (1938). In particular, Hebb believed that persistent
activation of a postsynaptic neuron by a presynaptic input should

lead to a strengthening of the synapse between the two cells. This
hypothesis for associative synaptic plasticity was later extended
by Stent (1973), who suggested the converse idea for bidirectional
synaptic modification — that persistent failure of a presynaptic input
to activate the postsynaptic neuron should lead to weakening of
that synapse.

In the years that followed, Hebb’s postulate exerted a profound
influence on theoretical and experimental neurophysiology. Spurred
by the discovery of hippocampal long-term potentiation (LTP) by
Bliss and Lomo (1973), along with other experimental reports of
changes in cortical activity (Bindman et al., 1962), many different
theoretical frameworks for long-term synaptic modification were
proposed, such as the covariance model (Stanton and Sejnowski,
1989) or temporal difference learning (Sutton and Barto, 1998;
Rao and Sejnowski, 2001).

One of the most successful paradigms for the study of long-term
synaptic plasticity is the Bienenstock—Cooper—Munro (BCM) slid-
ing threshold model (Bienenstock et al., 1982). In this scheme, the
sign and degree of synaptic modification is a nonlinear function
of postsynaptic spike rate. When the postsynaptic spike frequency
is above a certain threshold (8 _) LTP is induced, while long-term
depression (LTD) is induced when the firing rate is below 6_ but
greater than zero. The value of 0_ is not fixed, but varies so as
to prevent runaway potentiation or depression to saturation. The
BCM model was originally proposed as a method by which syn-
aptic modifications could result in the development and plasticity
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of ocular dominance and orientation tuning in cat and monkey
visual cortex. Since its description, an abundance of experimental
evidence for the BCM model has been obtained in many prepara-
tions, including the hippocampus and visual cortex (Kirkwood
et al., 1993, 1995). Additionally, other properties of the postsy-
naptic cell beyond firing rate lead to biphasic functions reminis-
cent of the characteristic BCM curve, including presynaptic input
rate, postsynaptic depolarization, inhibitory tonus, and internal
calcium concentration ([Ca*],) (Artola et al., 1990; Hansel et al.,
1997; Yang et al., 1999). The BCM model is Hebbian in that the
requisite postsynaptic spiking presumably results from activa-
tion of a subset of presynaptic inputs. However, because the BCM
model is a rate-based learning rule, it does not necessarily require
the precise temporal ordering of pre- and postsynaptic activity. In
particular, the BCM model predicts that for modest firing rates,
LTD is induced even if the presynaptic cell routinely takes part in
firing the postsynaptic cell.

Recently, Hebbian learning at the synaptic level has been recast
in terms of correlated pre- and postsynaptic spiking, a formula-
tion more consistent with Hebb’s original thesis. Over the last few
decades, some studies had found that the temporal order of pre-
and postsynaptic activity was a crucial parameter for induction of
both LTP and LTD (Baranyi and Fehér, 1981; Levy and Steward,
1983; Kelso et al., 1986; Gustafsson et al., 1987; Zador et al., 1990;
Abbott and Blum, 1996; Sourdet and Debanne, 1999). Then in
the 1990s, a number of groundbreaking papers showed that in a
variety of preparations, repetitive stimulation with pairs of pre- and
postsynaptic action potentials (pre/post pairs) led to induction
of long-term synaptic plasticity. Importantly, the precise pre/post
spike timing controlled both the sign and magnitude of synaptic
modification (Debanne et al., 1994; Bell et al., 1997; Markram et al.,
1997; Biand Poo, 1998; Debanne et al., 1998; Zhang et al., 1998),and
therefore this phenomenon was dubbed “spike-timing-dependent
plasticity” (STDP) (Abbott and Nelson, 2000; Song et al., 2000).

Spike-timing-dependent plasticity has several properties that
make it a useful protocol for investigating long-term synaptic plas-
ticity. First, STDP is quantifiable. This allows for accurate predic-
tions of synaptic plasticity spike for spike, enabling experiments
to be designed that carefully measure the sign and degree of syn-
aptic modification induced by complex patterns of neural activity
(Figure 1). For this reason, STDP has rapidly become a popular
choice for theoretical studies of synaptic plasticity in neural net-
works (Gerstner et al., 1996; Sejnowski, 1999; Senn et al., 1999;
Abbott and Nelson, 2000; Gutig and Sompolinsky, 2006; Pfister and
Gerstner, 2006; Morrison et al., 2008; Urakubo et al., 2008). Second,
STDP is a robust phenomenon. The shape and size of the time
window for induction of both LTP and LTD of excitatory synapses
is remarkably conserved across different preparations (Abbott and
Nelson, 2000; Dan and Poo, 2006), with a few notable exceptions
(Bell et al., 1997; Egger et al., 1999; Letzkus et al., 2006; Sjostrom
and Hiusser, 2006). Finally, STDP provides an intuitive cellular
mechanism for associative learning and behavioral conditioning.
The correlation between spike timing and the sign/magnitude of
response modification is strikingly similar to that observed in classic
conditioning experiments (Pavlov, 1927), albeit on a different time
scale. STDP may also represent a basic neurophysiological correlate
of the principle of causality (Berninger and Bi, 2002), responsible

for a priori temporal organization of mental events, in the sense of
Kant (1781). For these reasons, in the last 15 years there has been
an explosion in the number of both experimental and theoreti-
cal studies of STDP, and in turn the unusually close collaboration
between experiment and theory has been an important reason for
the success of the STDP subfield.

In this review, we summarize the results of experiments on
the timing requirements for STDP, focusing mainly on excitatory
neocortical and hippocampal synapses in brain slices and culture.
We detail the effects of temporal modulation during STDP induc-
tion, including variations in number of pre/post pairings, spike
frequency, and precise spike timing. While other parameters such
as dendritic location of synaptic inputs or local neuromodulatory
status are also important, these variables are more fully described
in other reviews in this issue (Froemke et al., 2007; Seol et al., 2007).
The overall goal of these parametric experiments is a complete,
predictive model of how complex patterns of pre- and postsynaptic
activity modify synaptic strength. Such models will be required to
support large-scale efforts to simulate brain circuitry (Markram,
2006; Izhikevich and Edelman, 2007), and to inform treatments for
impairments of learning and memory in nervous system disorders
(Merzenich et al., 1996; Tallal et al., 1996).

FIRST-ORDER STDP INDUCED WITH SPIKE PAIRS
Computationally, STDP is ideal as a synaptic learning rule, as it
provides a basic discrete unit for long-term modification: the spike
pair. Repetitive presentation of single pre- and postsynaptic spike
pairs induces spike-timing-dependent LTP and LTD in hippocam-
pus (Debanne et al., 1998; Bi and Poo, 1998; Nishiyama et al., 2000;
Lin et al., 2003; Tsukada et al., 2005; Figures 1 and 2A), neocortex
(Feldman, 20005 Sjostrom et al., 2001; Froemke and Dan, 2002;
Birtoli and Ulrich, 2004; Zilberter et al., 2009; Figure 2B), and
other systems (Bell et al., 1997; Zhang et al., 1998; Pawlak and Kerr,
2008). In these studies, usually 50-100 pairs of spikes are evoked at
low frequency (0.1-5 Hz) by focal extracellular stimulation and/
or direct depolarizing current injection, where a critical parameter
for determining synaptic modification is the time interval between
the pre- and postsynaptic spikes.

At most glutamatergic synapses, LTP is induced when the pre-
synaptic neuron fires before the postsynaptic neuron (pre—post
pairing at positive time intervals), and LTD is induced if the post-
synaptic cell fires before the presynaptic cell (post—pre pairing at
negative time intervals), such that the degree of synaptic modifica-
tion depends on the relative time between the two spikes or sets
of spikes. Although there are many types of STDP learning rules
(Abbott and Nelson 2000; Caporale and Dan 2008), the hallmark
of excitatory STDP is a time window of approximately 0-20 ms for
the induction of LTP and —1 to —100 ms for LTD, outside of which
no synaptic modification occurs (Figures 1 and 2). Uncorrelated
pre/post spiking at low firing rates generally leads to LTD because
the integrated area under the spike timing window for depression
is usually larger than that for potentiation. It is still unclear what
cellular factors determine these timing requirements, especially
the sharp transition point that occurs around time zero. There is
evidence that, generally, the window for LTP is set by the activa-
tion kinetics of NMDA receptors (Kampa et al., 2004; Urakubo
et al., 2008), but the LTD window seems to be more variable
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FIGURE 1 | Spike-timing-dependent plasticity can be used to predict how
complex spike trains induce long-term changes in synaptic strength. (A)
Timing requirements for STDP induction in excitatory neurons from low-density
hippocampal cultures. Left, examples of LTP induced by pre—post pairing (top)
and LTD induced by post—pre pairing (bottom) at short time intervals. Right,
critical time window for synaptic modifications. Each circle represents one
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experiment. Curves, single exponential fits to the data. From Bi and Poo (1998,
2001). (B) How does the STDP learning rule for spike pairs need to be modified
for predicting the effects of complex spike trains? Left, examples of LTP (top)
and LTD (bottom) induced by natural spike train fragments in slices of young rat
visual cortex. Right, scene from a movie used to obtain natural spike trains from
the cat visual cortex in vivo. From Froemke and Dan (2002).

across different synapses, and may require such diverse processes
as Ca**-dependent postsynaptic NMDA receptor suppression,
presynaptic NMDA autoreceptor activation, endocannabinoid
release, and metabotropic glutamate receptors, depending on
cell type, strength of postsynaptic depolarization, pre/post
spike rates, and location of synaptic input (Senn et al., 1999;
Abarbanel et al., 2002; Franks and Sejnowski, 2002; Karmarkar
and Buonomano, 2002; Shouval et al., 2002; Sjostrom et al., 2003;
Birtoli and Ulrich, 2004; Froemke et al., 2005; Bender et al., 2006;

Corlew et al., 2007; Urakubo et al., 2008; Feldman, 2009). While a
central mechanism for STDP is Ca** influx through voltage-gated
Ca** channels and NMDA receptors (Koester and Sakmann, 1998;
Johnston et al., 2003; Froemke et al., 2006; Nevian and Sakmann,
2006), other processes, including dendritic excitability (Letzkus
et al., 2006; Sjostrom and Héusser, 2006) and Ca?* release from
internal stores (Wang et al., 2000; Larkum et al., 2003), are also
implicated in STDP induction at different synapses (Nishiyama
et al., 2000; Froemke et al., 2010). It should be highlighted that
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FIGURE 2 | Pre/post pairing induces STDP at hippocampal and
neocortical synapses. (A) STDP induced at CA3-CA3 synapses in
hippocampal slice cultures. Top, LTP induced by pre—post pairing (At = 15 ms).
Center, LTD induced by post—pre spiking (At = -70 ms). Bottom, time window
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for pre/post pairing to induce synaptic modifications. From Debanne et al.
(1998). (B) As in A, but for layer 2/3 connections in acute brain slices of
young rat visual cortex. From Froemke and Dan (2002) and Froemke

et al. (2006).

STDP induction seems to be somewhat sensitive to technical
details, in terms of spike number, spike timing, spike frequency,
and underlying mechanisms such as inhibitory regulation. This
seems especially true for CA1 pyramidal cells in hippocampal
slices, where it remains controversial what is minimally required
for LTP and LTD (Pike et al., 1999; Nishiyama et al. 2000; Meredith
et al., 2003; Wittenberg and Wang, 2006; Buchanan and Mellor,
2007; but see Campanac and Debanne, 2008).

This millisecond-scale time window for pre/post pairings to
induce LTP or LTD forms the basis of the STDP learning rule for a
given synaptic connection. To quantify the effect of pre/post pair-
ing more precisely, both the pre—post and post—pre data can
be fitted with single exponential functions: Aw=Ae**, where
Aw is the percentage change in synaptic weight, At is the pre/post
spike interval, and A and T are two free parameters found by fit-
ting the data, representing the scaling factor and time constant of

the exponential function, respectively (Song et al., 2000; Bi and
Poo, 2001; Froemke and Dan, 2002; Figures 1 and 2). Biologically,
STDP is unlikely to be a true single exponential process, but these
exponential fits are a convenient way to adequately formalize STDP
using a low parameter model.

Here we refer to this formulation of STDP, in which only the
intervals between each pre/post pairing are considered for determi-
nation of net synaptic modification, as the “history-independent”
model. While sometimes found to be satisfactory when overall spike
rates are relatively low (<10 Hz), in general the history-independ-
ent model provides poor estimates of the effects of more complex
spike trains, even when one additional spike is added to a pre/post
pair, i.e., using spike triplets instead of spike pairs to induce STDP
(Pfister and Gerstner, 2006). Comparisons between the predicted
and actual effects of spike trains on synaptic strength show that
the predictions of the independent model are generally poor and
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sometimes non-physiological (Sjostrom et al., 2001; Froemke and
Dan, 2002; Froemke et al., 2006; Butts et al., 2007). To better pre-
dict how arbitrary spike trains change synaptic strength in terms
of spike pair contributions, there are three initial questions: (1)
whether STDP requires the full number of 60-100 pre/post pair-
ings repeated over several minutes for successful induction of LTP
or LTD; (2) to what degree LTP and LTD saturate; and (3) how
individual pairwise effects are combined or integrated to determine
the net change in synaptic strength.

First we will consider how many pairing events are needed for
STDP. The amount of LTP or LTD induced by repetitive spike pair-
ing is usually measured 10+ minutes post-induction. However, for
some cells, significant changes in synaptic strength can be observed
to occur immediately after termination of spike pairing, while for
other cells, synaptic modifications were delayed for several minutes.
Across synapses, it seems that approximately one-third of synapses
are changed immediately after pairing, one-third are changed with
adelay of several minutes, and one-third show both immediate and
delayed changes in synaptic strength (Magee and Johnston, 1997;
Markram et al., 1997; Debanne et al., 1999; Sjostrom et al., 2001;
Hoffman et al., 2002; Froemke et al., 2006).

For those experiments in which LTP or LTD was rapidly induced,
trial-by-trial examination of EPSPs during the spike pairing pro-
cedure might indicate how many pairings are needed to increase
or decrease synaptic efficacy. For STDP of layer 2/3 lateral connec-
tions in slices of the young rat visual cortex, in which 60 pre/post
pairs were presented at 0.2 Hz for 5 min (Froemke et al., 2006),
there was a progressive increase in synaptic strength with repetitive
pre—post spike pairing. About half of those pre—post experiments
that could be analyzed showed a steady increase in EPSP size with
continued spike pairing (Figure 3A), while other cells showed a pro-
nounced, significant stepwise increase in synaptic strength at some
point during the 5 min of spike pairing (Figure 3B). Remarkably,
it appeared that as little as 1 min of conditioning (12 pairs) was
sufficient to induce a modest but significant amount of potentia-
tion (Figure 3D). The development of LTD induced with post—pre
spike pairs, on the other hand, required more pairings than LTP.
In general, while one minute of pre—post spike pairing induced
significant LTP, LTD required 4 min of post—pre pairing to develop
(Figure 3C and D). In general, induction of LTD requires more
prolonged periods of activity than LTP (Dudek and Bear, 1992; Yang
et al., 1999; Froemke et al., 2006; Wittenberg and Wang, 2006).

A

m

£

>

£

[0}

Q

o

»

o

[7p]

o

L
0'OO 1 2 3 4 5

Time (min)

(o]

| }\ L

£ .

z .

> ® o0

o 03F% ° b ° °

% & e % - e-®-e Q....O;.O.. o.

(D/‘) o .. o ..... ° .. .. ° ]

o ° e o ® °®

o,

Lu 00 1 1 .I 1 il J

' 1 2 3 4 5
Time (min)

FIGURE 3 | Changes in synaptic strength during pre/post spike pairing. (A)
Example of continual increase in initial slope during pre—post spike pairing with
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before conditioning. Left inset, average postsynaptic response during first six
(gray dashed line) and last six (solid black line) pairings. Right inset, blow-up
showing the increase in EPSP slope. (B) Example of a stepwise increase in
initial slope induced by pre—post spike pairing. This cell showed a significant
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increase in initial slope from first to second minute of pairing. (C) Example of
decrease in initial slope during post—pre spike pairing with 60 pairs. Dashed
line, average initial slope of first six post—pre pairings. Left inset, average
postsynaptic response during first six (gray dashed line) and last six (solid black
line) pairings. Right inset, blow-up showing the decrease in EPSP slope. (D)
Summary of conditioning period for cells that displayed significant changes in
synaptic strength immediately after pre/post pairing. From Froemke

etal. (2006).
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The observation that some synapses were potentiated or
depressed during or immediately after conditioning suggests that
fewer than 60 pre/post spike pairs can induce long-term changes in
synaptic strength. In the optic tectum of the tadpole in vivo, spike-
timing-dependent LTP was maximal after 80-200 pairs, but 20
pre—post spike pairs induced a moderate amount of potentiation
on average (Zhang et al., 1998). In cortex, a small number of pre/
post pairs could induce either LTP or LTD, but LTP required fewer
spike pairs (<15) than LTD (Froemke et al., 2006). Surprisingly,
for those cells that expressed significant LTP, the magnitude of
potentiation was independent of the number of pre/post pairings
(Figure 4). One interpretation of these data is that the amount of
LTP depends on the pre/post spike interval, while the probability
of LTP induction depends on the number of spike pair repeti-
tions. Such a scenario could imply certain co-operativity of LTP
among multiple synaptic sites receiving the same inputs (Harvey
and Svoboda, 2007). The magnitude of LTD, on the other hand,
increased gradually with more post—pre pairs.

Alternatively, at individual pre- and postsynaptic loci, expression
of LTP or LTD might be all-or-none, possibly down to the level of
single glutamate receptors (Peterson et al., 1998; Lee et al., 2000;
O’Connor et al., 2005; but see Tanaka et al., 2008 and Enoki et al.,
2009). In this case, the magnitude of synaptic modification would
be fixed at a given synapse, suggesting that both pre/post spike tim-
ing interval and the total number of pairings jointly determine the
probability of induction. The time course of synaptic modification
might still appear graded if enough separate inputs contribute to
the overall synaptic response, with induction of synaptic plasticity
staggered over multiple sites.

A third, non-mutually exclusive possibility is that synaptic
strength is initially modified with a smaller number of spike pairs,
but the duration of these changes depends on the total number of
pairings. A larger number of spike pairings would then consoli-
date synaptic modifications and extend their duration. Without the
occurrence of these additional events within some interval, synaptic
modifications would not persist. For example, interleaving pre/post
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FIGURE 4 | Timing-dependent LTP requires fewer spike pairs than
timing-dependent LTD. (A) LTP was induced by 30 pre—post spike pairs (top)
or 10 pre—post pairs (bottom). (B) LTD was induced by 33 post—pre spike pairs
(top), but not by 14 post—pre pairs (bottom). (C) The magnitude of LTP and LTD

40 60 80
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depended on the number of pre/post spike pairs. LTP required a smaller
number of pairings (filled symbols) than LTD (open symbols). Each circle
represents one experiment and squares represent summary data. From
Froemke et al. (2006).
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pairings with unpaired pre- or postsynaptic activation prevents
induction of LTP (Bauer et al., 2001). In Xenopus optic tectum,
synaptic modifications induced by spike pairing can be washed
out or extinguished by subsequent short periods of random or
spontaneous synaptic activity (Zhou et al., 2003). These findings
indicate that there are cellular memory processes that integrate over
longer time periods (Fusi et al., 2005), consolidating and extend-
ing the duration of changes in synaptic strength. The identities of
such processes remain to be determined, although some molecular
candidates are starting to be determined (Pagani et al., 2009).

Long-term potentiation and LTD are processes that saturate
(Levy and Steward, 1979; Rioult-Pedotti et al., 2000; Scharfman
and Sarvey, 1985). In most studies of STDP, synaptic weight can be
increased up to 200-300% or decreased down to 50% of the original
size (Figures 2 and 4), but physiological changes beyond these limits
are rarely reported. The factors that control the maximum and
minimum values of synaptic strength are still unknown, although
limitations in receptor phosphorylation status (Lee et al., 2000),
postsynaptic density size (Rasse et al., 2005), and vesicular release
(Zucker and Regehr, 2002) may each contribute to saturation of
synaptic modification. In phenomenological models, however, it
is straightforward to implement saturation as a fixed bound on
net synaptic modification. For example, the total amount of LTP
induced by pre—post pairs and the total amount of LTD induced
by post—pre pairs can be independently calculated, and set equal
to the boundary values if greater/less than the saturation levels
(Sjostrom et al., 2001; Froemke et al., 2006). Boundary values
are somewhat arbitrary, but it is reasonable to set the saturation
points to be the empirically-measured mean amount of LTP and
LTD induced by 60 pre/post pairs at short spike time intervals
(approximately 100% increase for LTP and —50% decrease for LTD).
Incorporating saturation is necessary to prevent STDP models from
producing unrealistic predictions of synaptic modification.

How are the effects of individual pre/post pairs combined to
determine the net change in synaptic strength? There are two
main ways of integrating the contributions of single pre/post
pairs, additively or multiplicatively. The additive model is the
linear sum of individual pairwise contributions: Aw =¥, . Aw,,
and the multiplicative model is the product of spike pair effects:
1+ Aw =TI, ;(1+ Aw; ), where i and j represent individual spikes of
the pre- and postsynaptic activity patterns, respectively. This is simi-
lar to the question about how a single pre/post pair might change
synaptic strength- either by an incremental increase or decrease
of a fixed magnitude, or in proportion to the current weight (van
Rossum et al., 2000; Rubin et al., 2001). The additive model is often
used in STDP simulations (Song et al., 2000; Hopfield and Brody,
2004; Knoblauch and Sommer, 2003) and overall provides lower-
error predictions than the multiplicative model (Froemke et al.,
2006). However, LTP and LTD are usually reported as a percentage
change in synaptic efficacy, and there is evidence that the amount of
synaptic modification depends on initial synaptic strength (Bi and
Poo, 1998; Debanne et al., 1999; van Rossum et al., 2000; Sjostrom
et al., 2001), suggesting that the net effect of spike pairing may
be multiplicative, especially for LTD. Regardless of the algorithm,
both the additive and multiplicative independent models of STDP,
including saturating LTP and LTD processes, still fail to provide
good predictions of the effects of complex spike trains (having

individual prediction errors of 40-50%). On average, predictions of
the saturating independent model (Sjostrom et al., 2001; Froemke
and Dan, 2002; Froemke et al., 2006) are only weakly correlated with
empirically-observed changes in synaptic strength (r: ~0.1-0.2).

FREQUENCY DEPENDENCE OF STDP

Although these studies show that STDP can result from repeti-
tive pairing of single pre- and postsynaptic action potentials (Bell
etal., 1997; Bi and Poo, 1998; Feldman, 2000; Sjostrom et al., 2001;
Froemke and Dan, 2002; Campanac and Debanne, 2008; Zilberter
etal.,2009), in practice STDP is often induced by several iterations
of pre- and postsynaptic spike bursts consisting of a small number
of action potentials triggered at a high rate (Debanne et al., 1996;
Magee and Johnston, 1997; Markram et al., 1997; Debanne et al.,
1998; Boettiger and Doupe, 2001; Sjostrom et al., 2001; Karmarkar
et al., 2002; Watanabe et al., 2002; Tzounopoulos et al., 2004;
Froemke et al., 2006; Nevian and Sakmann, 2006; Shen et al., 2008).
Markram etal. (1997) originally used high-frequency pre/post spike
bursts (10+ Hz) to induce LTP between pairs of layer five cortical
pyramidal neurons, as spike burst pairing at lower frequency did
not affect synaptic strength. This dependence of STDP on pre/post
spike frequency demonstrates that the independent model, in which
pairwise contributions are linearly summed or multiplied together,
cannot entirely account for the effects of spike trains more com-
plex than single pairs repeated at a low inter-pair interval (roughly
<5 Hz). Therefore, there should be history-dependent processes
that govern STDP learning rules beyond pre/post spike intervals.
These forms of higher-order temporal modulation are the subject
of the remainder of this review.

For unitary connections between pairs of neocortical pyramidal
cells in brain slices, trains of five pre/post pairs induced LTD when the
postsynaptic spike train led the presynaptic train, but only for intra-
train spike rates below 40 Hz. At higher rates, the temporal precision
seemed to break down, and LTP was induced regardless of the exact
spike timing (Sjostrom et al., 2001). At these connections LTP could
not be induced with appropriately timed spike pairs unless the intra-
train spike rate was atleast 10-20 Hz (Markram et al., 1997; Sjostrom
etal.,2001). In an elegant study, Sjostrom et al. (2001) showed that
spike-timing-dependent LTP could be induced with low-frequency
(0.1 Hz) repetition of single pre/post pairs, when extracellular stimu-
lation was used to evoke EPSPs in the postsynaptic cell, rather than
via direct stimulation of a single presynaptic neuron.

Most synapses show a similar breakdown of timing depend-
ence and conversion from LTD to LTP when high-frequency trains
are used to induce synaptic modification (Figure 5), although the
number of spikes and frequency required for LTP vary between
synapses (Sjostrom et al., 2001; Froemke et al., 2006; Wittenberg
and Wang, 2006). This rate-dependence and shift to LTP induction
is reminiscent of the BCM model of synaptic plasticity, suggesting
that these phenomena share a common set of underlying cellular
mechanisms, e.g., Ca?* influx through NMDA receptors (Zucker,
1999; Froemke et al., 2005; Feldman, 2009).

STDP INDUCED WITH SPIKE TRIPLETS AND QUADRUPLETS

To begin to predict the synaptic effects of complex spike trains,
we have taken an incremental approach towards characterizing
the history dependence of hippocampal and neocortical STDP. A
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FIGURE 5 | Frequency dependence of STDP for layer 2/3 neurons in acute
slices of young rat visual cortex. (A) Example of LTD induced by pairing pre-
and postsynaptic spike bursts. Each burst consisted of five spikes with an
intra-train frequency of 10 Hz (i.e., interspike interval of 100 ms). The postsynaptic
train led the presynaptic train by 3 ms. (B) As in (A), but no synaptic modification
was induced when the intra-train frequency was 50 Hz. (C) As in (A), but LTP was
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induced when the intra-train frequency was 100 Hz. (D) Actual and predicted
synaptic modification after burst pairing. Filled symbols, experiments. Open
symbols, model predictions: (top) gray triangles, multiplicative independent
model without saturation; black triangles, multiplicative model with saturation;
squares, additive model with saturation; (bottom) circles, additive suppression
model with saturation. From Froemke et al. (2006).

straightforward way to study more complex spike trains is to system-
atically vary the parameters known to be important for induction
of synaptic modification: the number, frequency, and precise timing
of pre/post spikes presented during the induction protocol. In these
experiments, we gradually increased the complexity of the pre/post
spike pattern used to induce synaptic modification, starting by adding
one additional spike —i.e., using spike triplets instead of spike pairs to
induce long-term synaptic modification. From there, we have exam-
ined spike quadruplets and more complex burst patterns containing
6-12 action potentials at various inter-spike intervals (Debanne et al.,
1994; Bi and Poo, 1998; Sourdet and Debanne, 1999; Froemke and
Dan, 2002; Wang et al., 2005; Froembke et al., 2006). The goal of these
parametric studies is the development of a phenomenological model,
accounting for the rules and temporal modulation of STDP.

To determine the net change in synaptic strength by a given
spike train, one possibility is that the effect of each pre/post spike
pair is unaffected by the presence of other pre- and postsynaptic
events. In this case, all pre/post pairs would be combined inde-
pendently (either additively or multiplicatively), just by looking
up each pre/post interval in the STDP time window (Figures 1
and 2). Alternatively, the presence of other spikes might somehow
influence the contribution or eligibility of a given spike or spike
pair for total synaptic modification.

We tested this hypothesis by using spike triplets instead of spike
pairs for STDP induction. Although there are eight (2°) basic ways
to arrange three spikes among two neurons, two of these triplets
are most informative for detecting history-dependent modulation
of STDP: two presynaptic spikes flanking a single postsynaptic
spike (pre—post—pre triplets) or two postsynaptic spikes flank-
ing a presynaptic spike (post—pre—post triplets). In neurons from
low-density hippocampal cultures, triplet experiments showed that
post—pre—post triplets induced LTP, while pre—post—pre triplets
led to no net change in synaptic strength (Bi and Poo, 1998; Bi and
Wang, 2002; Wang et al., 2005; Figure 6A). This occurred even when
the pre/post spike intervals were chosen to favor LTD, i.e., poten-
tiation was dominant for these connections when the post—pre
interval was shorter than the pre—post interval. Thus the effects
of individual spike pairs in a triplet do not sum linearly — rather,
LTP can cancel or “veto” previously induced LTD.

Almost the opposite effects were observed in layer 2/3 lateral con-
nections of visual cortex. For these synapses, post—pre—post triplets
induced LTD, while pre—post—pre triplets induced LTP, even when
the time interval of the second pre/post pairing was considerably
shorter than the first interval (Froemke and Dan, 2002; Froemke
et al., 2006; Figure 6B). Therefore the presence of the first spike or
spike pair somehow suppressed the efficacy or eligibility of the last
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FIGURE 6 | Long-term synaptic modification induced by spike triplets.
(A) In dissociated hippocampal cultured neurons, pre—post—pre triplets did
not change synaptic strength (top) and post—pre—post triplets induced LTP
(center). The time window for these temporal nonlinearities is ~70 ms; outside
this interval, the effects of pre/post pairings were independent (bottom). From
Wang et al. (2005). (B) In layer 2/3 visual cortical neurons in acute slices,
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pre—post—pre triplets induced LTP (top) and post—pre—post triplets induced
LTD (center), demonstrating that the first spike pair is dominant in STDF, and
the effect of the second spike pair is suppressed by the first. The time window
for presynaptic suppression was found to be shorter than the duration of
postsynaptic suppression (bottom). From Froemke and Dan (2002), and
Froemke et al. (2006).

spike or spike pair to contribute to STDP. In other words, the effect
of the first pair in the triplet was dominant for synaptic modification.
These results are similar to the effects of pairing pre- and postsynaptic
spike bursts in neurons of zebra finch forebrain — regardless of the
timing of subsequent spikes, if a pre—>post pair began the train, LTP
was induced, but if the postsynaptic cell fires the first spike, LTD was
induced (Boettiger and Doupe, 2001).

The nonlinear effects of spike triplets predicted the effects
of spike quadruplets on STDP induction for both hippocampal
and neocortical synapses. We used two kinds of quadruplets,

pre—post—post—pre (type A: a pre—>post pair followed at a short
interval by a post—pre pair) and post—pre—>pre—post (type B: a
post—pre pair followed at a short interval by a pre—post pair). For
hippocampal neurons, type A quadruplets did not affect synaptic
strength (similar to pre—post—pre triplets), and type B quad-
ruplets induced LTP (similar to post—pre—post triplets) (Wang
et al., 2005). Conversely, for cortical neurons (Froemke and Dan,
2002), type A quadruplets induced LTP and type B quadruplets
induced LTD, due to suppression of the effects of the latter spikes in
the sequence, but only when the inter-pair interval (the post—post
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interval for type A or the pre—pre interval for type B) was relatively
short (approximately <100—-200 ms). For longer inter-pair intervals,
the effects of the two pairs summed linearly.

The effects of pre/post spike pairs are almost identical for hip-
pocampal and neocortical neurons (Figures 1 and 2). Why then
would spike triplets and quadruplets operate so differently for these
two systems (Figure 6)? We hypothesize that there are distinct proc-
esses that govern the temporal modulation of STDP, controlling the
eligibility of a given spike for contributing to synaptic modification
under the pairwise STDP learning rule.

One set of important phenomena that could modulate the effec-
tiveness of presynaptic spike trains for STDP are forms of short-term
synaptic plasticity such as paired-pulse depression (PPD) or paired-
pulse facilitation (PPF). When a presynaptic neuron fires twice within
about 200 ms (5+Hz), the amplitude of the second event is often facili-
tated (for PPF) or depressed (for PPD) relative to the size of the first
event (Zucker and Regehr, 2002). These forms of short-term plasticity
have the capability to influence the induction of long-term plasticity
because NMDA receptor activation and consequently, the level of
postsynaptic Ca*" influx, depend on the amount of presynaptic trans-
mitter release. In the limit, if a synapse shows strong PPD, such that
the amount of transmitter released by the second presynaptic spike is
essentially zero, then in terms of NMDA receptor activation and STDP,
itisas if the second spike never occurred (i.e., pre—post—pre triplets
would be equivalent to pre—post pairs). Conversely, if a synapse is
strongly facilitating, evoking little to no EPSP from the first presyn-
aptic spike but with EPSPs growing in size with subsequent spikes,
the second presynaptic spike will be much more important than the
first for determination of net synaptic modification (i.e., in this case
a pre—post—pre triplet would be equivalent to a post—pre pair).
Therefore, given that most synapses show some form of short-term
plasticity (Zucker and Regehr, 2002), it would be surprising if the
effect of spike triplets in STDP was just the linear sum of the pairwise
contributions. By similar logic, temporal modulation of STDP may
be different between synapses that facilitate and synapses that depress,
at least for the effects of presynaptic spikes in a burst within the time
scale of short-term plasticity.

In agreement with this idea, excitatory neocortical synapses
usually exhibit PPD, especially during development (Reyes and
Sakmann, 1999; Froemke et al., 2006), while PPF can often be
observed at hippocampal synapses (Buonomano, 1999; Poncer and
Malinow, 2001), although is not pronounced for cultured neurons
(Wang et al., 2005). This fundamental difference in synaptic trans-
mission might at least partially account for the dissimilar effects of
spike triplets for STDP induction in these preparations. Under this
hypothesis, pre—post—pre triplets at cortical synapses induce LTP
due to suppression of the effect of the post—pre pair via presynaptic
PPD. Conversely, in cultured hippocampal neurons, these triplets
would not affect synaptic strength as the efficacy of the post—pre
pair would also have a significant effect. Additional support for
the role of short-term plasticity in temporal modulation of STDP
comes from pharmacological experiments in visual cortical slices.
Increasing PPD led to enhanced presynaptic suppression of STDP,
while converting PPD into PPF removed presynaptic suppression,
increasing the independence of these spikes and essentially lin-
earizing the effects of presynaptic bursts for long-term synaptic
modification (Froemke et al., 2006).

In a similar manner, postsynaptic spike bursts might modulate
STDP induction through regulation of postsynaptic excitability or
changes in presynaptic transmitter release. Both types of modula-
tion have been found for hippocampal and neocortical synapses,
implemented through a wide range of cellular mechanisms. Some
of the best characterized activity-dependent regulators of postsy-
naptic excitability are K* channels (Debanne et al., 1997; Hoffman
etal., 1997).In response to an initial increase in membrane poten-
tial, K* channel activation limits further depolarization, potentially
weakening the impact of subsequent postsynaptic spikes for STDP
induction. During high-frequency trains of postsynaptic spiking,
action potentials can be observed to attenuate in size such that
latter spikes in a burst are smaller than earlier spikes, which might
impact gating of postsynaptic NMDA receptors and STDP induc-
tion (Tanaka et al., 1991; Froemke et al., 2006). Several groups
have used pharmacological or genetic manipulation of A-type K*
channels and SK channels in hippocampal and cortical neurons to
show that these ion channels raise the threshold and enforce spike
timing precision of STDP (Watanabe et al., 2002; Chen et al., 20065
Froemke et al., 2006; Lin et al., 2008). For visual cortical synapses,
blockade of A-type channels widened the time window for timing-
dependent LTD (Froemke et al., 2005), and removed postsynap-
tic suppression, such that post—pre—post triplets induced LTP
instead of LTD (Froembke et al., 2006). This result, similar to the
dominating effects of the LTP-inducing pair in post—pre—>post
triplets in hippocampal cultures, could indicate additional non-
linearity in downstream signal integration (Bi and Rubin, 2005;
Wang et al. 2005).

At some synapses, prolonged postsynaptic depolarization leads
to release of endocannabinoids, which act as retrograde messengers
to decrease transmitter release and induce spike-timing-dependent
LTD (Sjostrom et al., 2003; Bender et al., 2006; Tzounopoulos et al.,
2007). Furthermore, postsynaptic bursting by layer 5 neurons wid-
ens the time window for LTD induction (Sjostrom et al., 2003), but
postsynaptic depolarization in absence of spike firing is sufficient to
induce LTD in those cells (Sjostrom et al., 2004). At synapses onto
layer 2/3 cells activated by focal extracellular stimulation near the
apical dendrite, however, postsynaptic depolarization causes Ca*'-
dependent suppression of NMDA receptor activation. Potentially as
adirect consequence of reduced Ca** flux through NMDA receptor
channels, post—pre pairing induces LTD (Froemke et al., 2005;
Urakubo etal.,2008). In both cases, the activity of the postsynaptic
neuron seems to determine the timing requirements for LTD, sug-
gesting that longer periods of postsynaptic spiking should prolong
this temporal window. Indeed, this seems to be the case- for hip-
pocampal neurons, the LTD time window is controlled by the exact
number of spikes during a postsynaptic burst. When a single post-
synaptic spike preceded presynaptic activation, LTD was induced
only when the post—pre time interval was <200 ms. However, when
a burst of four postsynaptic spikes was used instead, this interval
was extended up to 800 ms, and a burst of ten spikes extended this
window further, to 2000 ms (Debanne et al., 1994; Sourdet and
Debanne, 1999). Together, these results suggest that it should be
possible to build quantitative models that accurately predict, spike
by spike, the net change in synaptic strength induced by a given
spike train. The tight linkage between specific cellular mechanisms
and aspects of STDP induction and temporal modulation further
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suggests that biologically realistic simulations could eventually be
used to predict how complex spike trains might induce enduring
synaptic modifications.

PREDICTING THE EFFECTS OF COMPLEX SPIKE TRAINS
Complex spike trains with irregular patterns of spiking are not usu-
ally used as induction protocols for synaptic plasticity (Paulsen and
Sejnowski, 2000). A seminal paper by Dobrunz and Stevens (1999)
was the first study to use natural spike trains to induce long-term
synaptic modification in slices of rat hippocampus. While that study
demonstrated that repetitive presentation of natural spike train seg-
ments could lead to LTP, no attempt was made to predict or quantify
the impact of individual spike trains on synaptic plasticity. Sjostrom
et al. (2001) then used random sequences of pre/post spike trains
at various intra-train frequencies to induce synaptic modification.
They used an additive model in which postsynaptic depolarization
determined the amount of LTP, only nearest-neighbor spike pairs
contributed to STDP, and spikes that participated in an LTP pairing
could not participate in an LTD pairing (such that LTP effectively
“wins out” over LTD). Their model captured the essential frequency
dependence of STDP for cell pairs and predicted the net synaptic
modification induced by random trains with high accuracy.

In slices of the mammalian lateral geniculate nucleus (LGN),
stimulation of optic tract afferents onto thalamic neurons induced
LTP or LTD depending on the time differences of pre- and post-
synaptic spike bursts (Butts et al., 2007). Spike bursts consisted of
10-20 Hz trains for one second, simulating natural activity patterns
that occur during spontaneous retinal waves. LTP was induced
when the latency between bursts occurred within about 500 ms,
regardless of the pre/post temporal ordering. The independent
model of STDP failed to predict the extent of synaptic modification
induced by burst pairing, but as in Sjgstrom et al. (2001), modifying
STDP to consider only nearest-neighbor spikes and removing LTD
significantly improved predictions of the model.

We wondered if a similar approach could be used more generally
to account for the effect of sparse and irregular spike trains in layer
2/3 cortical connections. The aim of these experiments was to use
STDP to quantitatively describe how the fine temporal structure
within complex and naturalistic spike trains would influence the
sign and magnitude of overall long-term synaptic modification,
solely at the level of individual spikes. Specifically, we set out to
construct an accretive, low-parameter phenomenological model
that captured most of the variance in STDP induced by a wide range
of different spiking patterns: spike pairs, triplets, quadruplets, low-
and high-frequency bursts, and natural spike train fragments.

We started by extending the history-independent model of
STDP to account for the effects of spike triplets. In this model
(the “suppression” model), the contribution of a pre/post spike
pair depends not only on the time interval between the two spikes
(Figure 2), but also on the efficacy of each spike (Froemke and
Dan, 2002). This spike efficacy is the eligibility of a spike to par-
ticipate in synaptic modification, and acts to scale down the effect
of a pre/post pair. Spike efficacy is defined as a coefficient between
zero and one depending on the time from the preceding spike: it
begins at one (full strength), but is suppressed to zero immediately
after a spike, and recovers exponentially back to one. To predict
the effects of spike train segments using the suppression model,

each pre- and postsynaptic spike was assigned an efficacy, which
depends only on the interval from the preceding spike in the same
neuron: €, =1—e )% Here, €, is the efficacy of the ith spike,
t.and t_, are the timing of the ith and (i~1)th spike, respectively,
and 7, is the time constant of single exponential recovery from
suppression. Suppression time constants for the pre- and postsy-
naptic neurons, T*and 1 ", were determined from the 2-1 and
1-2 triplet experiments (Figure 6B), chosen to minimize mean
prediction error (|predicted effect — measured effect|). The con-
tribution of each pre/post spike pair to synaptic modification was
estimated as Aw,, = €]"€!""F(At,) (Aw,, synaptic modification due
to the ith presynaptic spike and the jth postsynaptic spike; g™
and & P, efficacy of the two spikes, respectively; Az, the interval
between the two spikes, £ — ¢ ). The function F represents the
temporal window for STDP measured with isolated spike pairs,
expressed as:

A ™M A >0

F(At)= —|at|/_ .
Ae “if At <0

(A, scaling factor; T, time constant; +, LTP; —, LTD). The history-
independent model is then a special case of the suppression model,
where spike efficacies € are always 1 for all i regardless of inter-
spike interval.

Both the additive and multiplicative versions of the suppres-
sion model, without saturation, made significantly more accurate
predictions than did the history-independent models of STDP
induced by spike triplets, quadruplets, and fragments of natural
spike trains initially recorded in vivo (Froemke and Dan, 2002).
The suppression model prediction errors for individual cases were
approximately 15-30%, compared to the larger errors of 30-50%
produced by the history-independent model. These values are close
to the individual error intrinsic to the single exponential fits to the
pre/post spike pair experiments themselves (~15%), which can be
considered the limit of predictive power for any model based on
the pairwise STDP learning rule.

Thus, the original suppression model provided a good descrip-
tion of STDP induced by complex spike patterns encountered in
vivo (Froemke and Dan, 2002). However, as this model was derived
from spike pair and triplet experiments where temporal precision
was a key parameter, it was not designed to account for the break-
down of STDP and rate-dependent conversion to LTP when high
frequency bursts of five presynaptic and five postsynaptic spikes
(“5=5” trains) were used for induction (Markram et al., 1997;
Sjostrom et al., 2001). Various reformulations of the original sup-
pression model — with or without saturation of STDP, and assuming
either additive or multiplicative combinations (open symbols in
Figure 5D, top) — also failed to entirely account for the frequency
dependence of STDP, although including saturating LTP and LTD
into the suppression model greatly reduced prediction errors on
high-frequency bursts (compare gray triangles with dashed line to
triangles and squares with solid lines in Figure 5D, top). Therefore
we tried to identify the processes that contribute to inter-spike
suppression and frequency-dependent potentiation, and determine
what additional factors or parameters beyond saturation were
required for a more complete model (the “revised suppression”
model of STDP).
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We systematically varied the number of spikes between one
and five in a high-frequency burst (100 Hz) of either the pre- or
postsynaptic train, fixing the number of spikes in the other train
to be one (“x-1” or “1-x” trains); in both cases the leading pre/post
pair was post—pre (Froemke et al., 2006). We first examined the
contribution of postsynaptic spiking. Using 1-5 trains for induction
induced LTP; surprisingly, this effect was much more consistent
with the history-independent model than with the suppression
model. In general, there was a conversion from LTD to LTP as the
number of postsynaptic spikes was increased over a range of one to
five. The degree of potentiation and the gradual shift from LTD to
LTP with an increasing number of postsynaptic spikes were strik-
ingly similar to that observed in the 5-5 train experiments, strongly
suggesting that the number and frequency of postsynaptic spikes,
rather than presynaptic spikes, are main determinants of frequency-
dependent STDP. This finding is consistent with earlier results from
Gustafsson et al. (1987) and Debanne et al. (1994), showing that
the number of postsynaptic spikes in a burst was correlated with
the amount of LTP, and agree with work from Pike et al. (1999), in
which postsynaptic but not presynaptic bursting was predominant
for LTP induction. All of these experiments are reminiscent of the
classic BCM model of long-term synaptic plasticity (Bienenstock
etal., 1982), in which the level of postsynaptic activity is critical for
determining the sign and magnitude of synaptic modification.

How might these results be reconciled with the original sup-
pression model of STDP? One possibility is that a burst of postsy-
naptic spikes has certain synergy, and is qualitatively different from
the individual component spikes within the burst. In this scheme,
high-frequency postsynaptic bursting would tend to induce LTP
whenever temporally correlated with presynaptic activity, irrespec-
tive of the exact spike timing. This is similar to the suggestion
of Sjostrom et al. (2001) for cortical layer 5 synapses, in which
LTP is dominant over LTD when considering nearest-neighbor
interactions. To test this hypothesis for layer 2/3 connections, we
examined an alternate version of the 1-5 spike train, in which the
single presynaptic spike has been moved towards the end of the
train, occurring between the fourth and fifth postsynaptic spikes.
Despite the high-frequency burst of five postsynaptic spikes, this
protocol induced LTD (Froemke et al., 2006). Thus for layer 2/3
synapses in developing visual cortex, high-frequency bursts do not
always induce LTP, and instead the sign and amount of synaptic
modification still depends on the precise timing and arrangement
of pre/post spikes.

In these experiments, there appeared to be a gradual relaxa-
tion of postsynaptic suppression, with the suppression model
accounting for 1-2 trains (i.e., post—pre—post triplets) and
the history-independent model accounting for 1-5 trains (i.e.,
post—pre—post—post—post—post bursts). Therefore, we altered
the suppression model such that postsynaptic inter-spike suppres-
sion depended not only on the time from the previous postsynaptic
spike, but also depended inversely on the degree of suppression
of that spike. This can be formalized as: €, =1—¢, , xe “™)/%,
where €, is the efficacy of the i™ postsynaptic spike (with the first
postsynaptic spike having €, = 1). Incorporating this change made
the suppression model behave as the history-independent model for
5-5 trains, suggesting that the revisions to the suppression model
were not yet entirely complete.

We then examined the effect of presynaptic bursting. We found
that x-1 trains, with a single postsynaptic spike and a variable number
of presynaptic spikes, induced LTD in all cases. Given the high degree
of short-term depression and the long time course of NMDA recep-
tor activation at these synapses, it is perhaps not surprising that all
x-1 spike trains produce approximately the same amount of depres-
sion. In other words, increasing the number of presynaptic spikes
has little direct effect on the degree of synaptic modification induced
by high-frequency spike trains. One interpretation of these results is
that inter-spike suppression of presynaptic efficacy must also depend
not only on the time to the previous spike, but also on the degree of
suppression of this spike. Rather than depending inversely, presy-
naptic suppression may accumulate, in a manner reminiscent of
short-term depression. We therefore corrected presynaptic efficacy
tobe: g, = H;:l (1 —e T ), similar to the scheme used by Varela
etal. (1997) for simulating neocortical short-term depression. In this
scheme, the efficacy of each presynaptic spike depends on the time to
all preceding spikes in the presynaptic burst. When this change was
made to presynaptic suppression, the revised additive suppression
model of STDP well-predicted the effects of high-frequency spike
trains (Figure 5D, bottom).

Thus the suppression model was revised to account for the
frequency-dependence of STDP by three modest corrections: one,
a history-dependent relaxation of postsynaptic suppression; two, a
history-dependent increase in presynaptic suppression; and three,
incorporating physiological levels of saturation. Overall, the individ-
ual prediction error of the revised suppression model was approxi-
mately 10%, significantly better than each of the other models. For
individual intra-train frequencies, the revised suppression model cor-
rectly predicted the gradual shift from LTD to LTP. Comparing mean
amounts of synaptic modification induced at different intra-train
spike rates, as in Sjostrom et al. (2001), gave the following prediction
errors: 10 Hz, 6.2%; 50 Hz, 2.8%; and 100 Hz, 4.2%. Additionally, the
revised suppression model accounted for the results of the x-1 and 1-x
experiments, quadruplets, and natural spike train fragments, resulting
in a high correlation between predicted and empirically measured
synaptic modification (r: ~0.6-0.8; Figures 5D and 7). The predic-
tion errors of this model over all such complex spike trains (10-20%
individual prediction errors) were comparable to the errors of the
original suppression model tested only on the relatively sparse natural
spike trains, and also comparable to the error inherent in the critical
time window for spike pairs. It is difficult to improve the predictions
of the models beyond errors of ~15% for individual experiments. This
degree of error is also evident in the fits to the temporal window for
pre/post spike pairs, and perhaps reflects heterogeneity among cells,
e.g., an inherent bias toward LTP or LTD that may depend on how
close the baseline synaptic strength is toward saturation.

Of course, the revised suppression model accounts only for the
effects of complex spike trains in layer 2/3 cortical neurons. Given
the difference in results between Figures 6A and 6B, this model
cannot account per se for the effects of spike triplets and quadruplets
in cultured hippocampal neurons. In particular, post—pre—post
triplets increased synaptic strength by ~25-30% in cultured neu-
rons (with either 5 or 10 ms inter-spike intervals) but decreased
synaptic strength by about —20% in layer 2/3 of visual cortex, while
pre—post—pre triplets did not affect synaptic strength in cultured
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FIGURE 7 | The revised suppression model of STDP predicts the effects of
complex and naturalistic spike trains. (A) Schematic of the revised
suppression model. The height of each spike represents the efficacy of that
event for contributing to STDPR (B) Comparison of predicted and measured
effects of complex spike trains (quadruplets, high-frequency bursts, and
natural spike train fragments) used to induce synaptic modification. Predicted
values are from the additive history-independent model, with saturation of LTP
and LTD and the number of pre/post spike pair repetitions taken into
consideration. Each circle indicates one experiment. The linear correlation
coefficient rbetween predicted and measured amount of STDP was 0.4. (C)
As in (B), but with using the predictions of the revised suppression model. The
linear correlation coefficient was 0.8. From Froemke et al. (2006).

cells but enhanced EPSPs by ~25% in cortex (Froemke and Dan,
2002; Wang et al., 2005). However, short-term plasticity is but one
way in which temporal modulation of STDP multi-spike interac-
tions could be implemented in biological networks. For cultured
hippocampal neurons, the nonlinear dynamics of biochemical
activity (e.g., kinase and phosphatase metabolism) may be pre-
dominant over the contributions of other factors such as paired-
pulse depression or facilitation (Rubin et al., 2005). Regardless,
it may be possible to capture the effects of these interactions in a
phenomenological framework like the suppression model of STDP,

using the results of mechanistic experiments to inform the choice
of variables and guide exploration through parameter space. We
also note that the suppression model can recapitulate major fea-
tures of STDP at other synapses with relatively straightforward
changes- reducing presynaptic suppression mimics the effects of
pre—post—pre triplets in cultured hippocampal neurons, while
reducing postsynaptic suppression captures the lower-frequency
shift to LTP with trains of pre- and postsynaptic spikes as observed
for pairs of layer five pyramidal cells by Sjostrom et al. (2001).

CONCLUSION

Determining the rules of long-term synaptic modification is crucial to
understanding brain function and development, and several attempts
have been made to build computational models of phenomena such
as LTP and LTD. One of the most successful has been the BCM model,
arate-based approach developed in the 1980s toward understanding
how synaptic modifications might underlie functional rearrangement
of the cortex. However, work from many laboratories over the last
15 years has shown that the precise timing of spikes in the pre- and
postsynaptic neurons is the critical determinant of long-term synaptic
plasticity, likely due to the nonlinear dependence of NMDA recep-
tor activation and postsynaptic Ca?* influx on membrane potential.
For several reasons, STDP has become a standard protocol for both
experimental and theoretical investigation of learning and memory,
and the STDP learning rule can be used to make accurate predictive
models of the sign and magnitude of long-term synaptic modification
induced by complex and naturalistic spike trains.

Collectively, these experiments are a proof-of-concept demon-
stration that STDP provides a basis for constructing such models.
Here we have concentrated on characterizing history-dependent
temporal nonlinearities that occur on relatively short timescales,
from milliseconds to minutes. Forms of temporal modulation over
longer periods, such as metaplasticity or homeostatic synaptic scal-
ing, also play important roles in adjusting synaptic strength and
organizing neural circuits (Abraham and Bear, 1996; Turrigiano
and Nelson, 2000). Other types of modulation related to reinforce-
ment schedule, arousal level, and motivational state (Cruikshank
and Weinberger, 1996; Buonomano and Merzenich, 1998; Martin
etal., 2000; Froemke et al., 2007; Zhang et al., 2009) will also even-
tually need to be quantified and incorporated into these models.
The development of such hybrid phenomenological models incor-
porating mechanistic elements may be promising for providing
better predictions of the effects of certain forms of experience on
synaptic transmission. In the end, large-scale simulations of neu-
ral processing, with realistic forms of synaptic plasticity, learning,
and memory, will be essential for the creation and optimization
of behavioral programs, drugs, and devices for the treatment of
neuropsychiatric disorders (Markram, 2006).

ACKNOWLEDGMENTS

The experiments on STDP of layer 2/3 cortical pyramidal cells were
performed in the laboratory of Yang Dan. We are indebted to Beat
Géahwiler and Scott Thompson for the help with experiments on
STDP of CA3 pyramidal neurons. This work was supported by
grants from the NEI, NIDCD, and the Howard Hughes Medical
Institute (Robert C. Froemke); and grants from INSERM, CNRS,
ANR and Région PACA (Dominique Debanne).

Frontiers in Synaptic Neuroscience

www.frontiersin.org

June 2010 | Volume 2 | Article 19 | 164


http://www.frontiersin.org/Synaptic_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Synaptic_Neuroscience/archive

Froemke et al.

Temporal modulation of STDP

REFERENCES

Abarbanel, H. D. L., Huerta, R., and
Rabinovich, M. I. (2002). Dynamical
model of long-term synaptic plas-
ticity. Proc. Natl. Acad. Sci. U.S.A.
99,10132-10137.

Abbott, L. F, and Blum, K. 1. (1996).
Functional significance of long-term
potentiation for sequence learning and
prediction. Cereb. Cortex 6, 406—416.

Abbott, L. F, and Nelson, S. B. (2000).
Synaptic plasticity: taming the beast.
Nat. Neurosci. 3,1178—1183.

Abraham, W. C., and Bear, M. F. (1996).
Metaplasticity: the plasticity of syn-
aptic plasticity. Trends Neurosci. 19,
126-130.

Artola, A., Brocher, S., and Singer, W.
(1990). Different voltage-dependent
thresholds for inducing long-term
depression and long-term poten-
tiation in slices of rat visual cortex.
Nature 347, 69-72.

Baranyi, A.,and Fehér, O. (1981). Synaptic
facilitation requires paired activation
of convergent pathways in the neocor-
tex. Nature 290, 413—415.

Bauer, E. P, LeDousx, J. E., and Nader, K.
(2001). Fear conditioning and LTP
in the lateral amygdala are sensitive
to the same stimulus contingencies.
Nat. Neurosci. 4, 687—688.

Bell, C. C., Han, V. Z., Sugawara, Y., and
Grant, K. (1997). Synaptic plastic-
ity in a cerebellum-like structure
depends on temporal order. Nature
387,278-281.

Bender, V. A., Bender, K. J., Brasier, D. J.,
and Feldman, D. E. (2006). Two coin-
cidence detectors for spike timing-
dependent plasticity in somatosensory
cortex. J. Neurosci. 26, 4166—4177.

Berninger, B., and Bi, G.-Q. (2002).
Synaptic modification in neural cir-
cuits: a timely action. Bioessays 24,
212-222.

Bi, G.-Q., and Poo, M.-M. (1998).
Synaptic modifications in cultured
hippocampal neurons: dependence
on spike timing, synaptic strength, and
postsynaptic cell type. J. Neurosci. 18,
10464-10472.

Bi,G.-Q.,and Poo,M.-M. (2001). Synaptic
modification by correlated activity:
Hebb’s postulate revisited. Annu. Rev.
Neurosci. 24, 139-166.

Bi, G.-Q., and Rubin, J. (2005). Timing
in synaptic plasticity: from detection
to integration. Trends Neurosci. 28,
222-228.

Bi, G.-Q., and Wang, H. X. (2002).
Temporal asymmetry in spike timing-
dependent synaptic plasticity. Physiol.
Behav. 77, 551-555.

Bienenstock, E. L., Cooper, L. N., and
Munro, P. W. (1982). Theory for the
development of neuron selectivity:
orientation specificity and binocular

interaction in visual cortex. J. Neurosci.
2,32-48.

Bindman, L. J., Lippold, O. C., and
Redfearn, J. W. (1962). Long-lasting
changes in the level of the electrical
activity of the cerebral cortex pro-
duced by polarizing currents. Nature
196, 584-585.

Birtoli, B., and Ulrich, D. (2004). Firing
mode-dependent synaptic plasticity
in rat neocortical pyramidal neurons.
J. Neurosci. 24, 4935-4940.

Bliss, T. V., and Lomo, T. (1973). Long-
lasting potentiation of synaptic
transmission in the dentate area of
the anesthetized rabbit following
stimulation of the perforant path. J.
Physiol. 232, 331-356.

Boettiger, C. A., and Doupe, A. J. (2001).
Developmentally restricted synap-
tic plasticity in a songbird nucleus
required for song learning. Neuron
31, 809-818.

Buchanan, K. A., and Mellor, J. R. (2007).
The development of synaptic plasticity
induction rules and the requirement
for postsynaptic spikes in rat hippoc-
ampal CA1 pyramidal neurones. J.
Physiol. 585, 429—445.

Buonomano, D. V. (1999). Distinct
functional types of associative long-
term potentiation in neocortical and
hippocampal pyramidal neurons. J.
Neurosci. 19, 6748—6754.

Buonomano, D.V.,and Merzenich, M. M.
(1998). Cortical plasticity: from syn-
apses to maps. Annu. Rev. Neurosci.
21, 149-186.

Butts, D. A., Kanold, P. O., and Shatz, C.
J. (2007). A burst-based “Hebbian”
learning rule at retinogeniculate syn-
apses links retinal waves to activity-
dependent refinement. PLoS Biol. 5,e61.
doi:10.1371/journal.pbio.0050061.

Campanac, E. and Debanne, D. (2008)
Spike timing-dependent plasticity: a
learning rule for dendritic integra-
tion in rat CA1 pyramidal neurons. J.
Physiol. 586, 779-793.

Caporale, N., and Dan, Y. (2008). Spike
timing-dependent plasticity: a
Hebbian learning rule. Annu. Rev.
Neurosci. 31, 25-46.

Chen, X.,Yuan, L.L., Zhao, C., Birnbaum,
S. G, Frick, A., Jung, W. E., Schwarz,
T. L., Sweatt, J. D., and Johnston, D.
(2006). Deletion of Kv4.2 gene elimi-
nates dendritic A-type current and
enhances induction of long-term
potentiation in hippocampal CAl
pyramidal neurons. J. Neurosci. 26,
12143-12151.

Corlew, R., Wang, Y., Ghermazien, H.,
Erisir, A., and Philpot, B. D. (2007).
Developmental switch in the contribu-
tion of presynaptic and postsynaptic
NMDA receptors to long-term depres-
sion. J. Neurosci. 27, 9835-9845.

Cruikshank, S. J., and Weinberger, N.
M. (1996). Evidence for the Hebbian
hypothesis in experience-dependent
physiological plasticity of neocortex:
a critical review. Brain Res. Brain Res.
Rev. 22,191-228.

Dan, Y., and Poo, M. M. (2006). Spike
timing-dependent plasticity: from
synapse to perception. Physiol. Rev.
86, 1033-1048.

Debanne, D., Gihwiler, B. H.,
and Thompson, S. M. (1994).
Asynchronous pre- and postsynaptic
activity induces associative long-term
depression in area CA1 of the rat hip-
pocampus in vitro. Proc. Natl. Acad.
Sci. USA 91, 1148-1152.

Debanne, D., Gihwiler, B. H., and
Thompson,S. M. (1996). Cooperative
interactions in the induction of long-
term potentiation and depression
of synaptic excitation between hip-
pocampal CA3-CALl cell pairs in
vitro. Proc. Natl. Acad. Sci. U.S.A. 93,
11225-11230.

Debanne, D., Gihwiler, B. H., and
Thompson, S. M. (1998). Long-term
synaptic plasticity between pairs of
individual CA3 pyramidal cells in rat
hippocampal slice cultures. J. Physiol.
507,237-247.

Debanne, D., Gihwiler, B. H., and
Thomspon,S.M. (1999). Heterogeneity
of synaptic plasticity at unitary CA3-
CAland CA3-CA3 connections in rat
hippocampal slice cultures. J. Neurosci.
19, 10664-10671.

Debanne, D., Guérineau, N. C., Gihwiler,
B. H., and Thompson, S. M. (1997).
Action-potential propagation gated
by an axonal IA-like K+ conduct-
ance in hippocampus. Nature 389,
286—-289.

Dobrunz, L. E., and Stevens, C. F. (1999).
Response of hippocampal synapses to
natural stimulation patterns. Neuron
22, 157-166.

Dudek, S. M., and Bear, M. F. (1992).
Homosynaptic long-term depres-
sion in area CAl of hippocampus
and effects of N-methyl-D-aspartate
receptor blockade. Proc. Natl. Acad.
Sci. US.A. 89,4363-4367.

Egger, V., Feldmeyer, D., and Sakmann,
B. (1999). Coincidence detection and
changes of synaptic efficacy in spiny
stellate neurons in rat barrel cortex.
Nat. Neurosci. 2, 1098—1105.

Enoki, R., Hu, Y. L., and Fine, A. (2009).
Expression of long-term plasticity at
individual synapses in hippocampus
is graded, bidirectional, and mainly
presynaptic: optical quantal analysis.
Neuron 62, 242-253.

Feldman, D. E. (2000). Timing-based LTP
and LTD at vertical inputs to layer II/
III pyramidal cells in rat barrel cortex.
Neuron 27, 45-56.

Feldman, D. E. (2009). Synaptic mecha-
nisms for plasticity in neocortex.
Annu. Rev. Neurosci. 32, 33-55.

Franks, K. M., and Sejnowski, T.]J. (2002).
Complexity of calcium signaling
in synaptic spines. Bioessays 24,
1130-1144.

Fregnac, Y., and Shulz, D. E. (1999).
Activity-dependent regulation of
receptive field properties of cat area
17 by supervised Hebbian learning. J.
Neurobiol. 41, 69-82.

Froemke, R.C.,and Dan, Y. (2002). Spike-
timing-dependent synaptic modifica-
tion induced by natural spike trains.
Nature 416, 433—438.

Froemke, R. C., Poo, M.-M., and Dan, Y.
(2005). Spike-timing-dependent syn-
aptic plasticity depends on dendritic
location. Nature 434, 221-225.

Froemke, R. C., Merzenich, M. M., and
Schreiner, C. E. (2007). A synaptic
memory trace for cortical receptive
field plasticity. Nature 450, 425-429.

Froemke, R.C., Tsay, I. A., Raad, M., Long,
J.D.,and Dan, Y. (2006). Contribution
of individual spikes in burst-induced
long-term synaptic modification. J.
Neurophysiol. 95, 1620-1629.

Fusi, S., Drew, P.J.,and Abbott, L. F. (2005).
Cascade models of synaptically stored
memories. Neuron 45, 599-611.

Gerstner, W,, Kempter, R.,van Hemmen,J.
L.,and Wagner, H. (1996). A neuronal
learning rule for sub-millisecond tem-
poral coding. Nature 383, 76-81.

Gilbert, C. D. (1998). Adult cortical
dynamics. Physiol. Rev. 78, 467-485.

Gustafsson, B., Wigstrom, H., Abraham,
W. C., and Huang, Y.Y. (1987). Long-
term potentiation in the hippocampus
using depolarizing current pulses as
the conditioning stimulus to single
volley synaptic potentials. J. Neurosci.
7,774-780.

Gutig, R., and Sompolinsky, H. (2006).
The tempotron: a neuron that learns
spike timing-based decisions. Nat.
Neurosci. 9, 420—428.

Hansel, C., Artola, A., and Singer, W.
(1997). Relation between dendritic
Ca2+ levels and the polarity of syn-
aptic long-term modifications in rat
visual cortex neurons. Eur. J. Neurosci.
9,2309-2322.

Harvey, C. D., and Svoboda, K. (2007).
Locally dynamic synaptic learning
rules in pyramidal neuron dendrites.
Nature 450, 1195-1200.

Hebb, D. O. (1949). The Organization of
Behavior. New York, Wiley.

Hoffman, D. A., Magee, J. C., Colbert, C.
M., and Johnston, D. (1997). K+ chan-
nel regulation of signal propagation in
dendrites of hippocampal pyramidal
neurons. Nature 387, 869-875.

Hoffman, D. A., Sprengel, R., and
Sakmann, B. (2002). Molecular

Frontiers in Synaptic Neuroscience

www.frontiersin.org

June 2010 | Volume 2 | Article 19 | 165


http://www.frontiersin.org/Synaptic_Neuroscience/
http://www.frontiersin.org
http://www.frontiersin.org/Synaptic_Neuroscience/archive

Froemke et al.

Temporal modulation of STDP

dissection of hippocampal theta-burst
pairing potentiation. Proc. Natl. Acad.
Sci. U.S.A. 99, 7740-7745.

Hopfield, J. J., and Brody, C. D. (2004).
Learning rules and network repair
in spike-timing-based computation
networks. Proc. Natl. Acad. Sci. U.S.A.
101, 337-342.

Izhikevich, E. M., and Edelman, G. M.
(2007). Large-scale model of mam-
malian thalamocortical systems.
Proc. Natl. Acad. Sci. U.S.A. 105,
3593-3598.

Johnston, D., Christie, B.R., Frick, A., Gray,
R.,Hoffman, D.A., Schexnayder, L. K.,
Watanabe, S., and Yuan, L. L. (2003).
Active dendrites, potassium channels
and synaptic plasticity. Philos. Trans. R.
Soc. Lond. B Biol. Sci. 358, 667—674.

Kampa, B. M., Clements, J., Jonas, P., and
Stuart, G. J. (2004). Kinetics of Mg2+
unblock of NMDA receptors: impli-
cations for spike-timing dependent
plasticity. J. Physiol. 556, 337-345.

Kant, I. (1781). Critique of Pure Reason.
New York, Prometheus.

Karmarkar, U. R., and Buonomano, D.
V. (2002). A model of spike-timing-
dependent plasticity: one or two coin-
cidence detectors? J. Neurophysiol. 88,
507-513.

Karmarkar, U. R., Najarian, M. T., and
Buonomano, D.V.(2002). Mechanisms
and significance of spike-timing
dependent plasticity. Biol. Cybern. 87,
373-382.

Katz,L.C.,and Shatz, C.]J. (1996). Synaptic
activity and the construction of corti-
cal circuits. Science 274, 1133-1138.

Kelso, S.R., Ganong, A. H., and Brown, T.
H. (1986). Hebbian synapses in hip-
pocampus. Proc. Natl. Acad. Sci. U.S.A.
83, 5326-5330.

Kilgard, M. P,, Pandya, P. K., Engineer, N.
D., and Moucha, R. (2002). Cortical
network reorganization guided by
sensory input features. Biol. Cybern.
87,333-343.

Kirkwood, A., Dudek, S. M., Gold, J.
T., Aizenman, C. D., and Bear, M.
F. (1993). Common forms of syn-
aptic plasticity in the hippocampus
and neocortex in vitro. Science 260,
1518-1521.

Kirkwood, A., Lee, H.-K., and Bear, M.
F. (1995). Co-regulation of long-
term potentiation and experience-
dependent synaptic plasticity in visual
cortex by age and experience. Nature
375, 328-331.

Knoblauch, A.,and Sommer, F. T. (2003).
Synaptic plasticity, conduction delays,
and inter-areal phase relations of spike
activity ina model of reciprocally con-
nected areas. Neurocomputing 52-54,
301-306.

Koester, H. J., and Sakmann, B. (1998).
Calcium dynamics in single spines

during coincident pre- and postsynap-
tic activity depend on relative timing
of back-propagating action potentials
and subthreshold excitatory postsyn-
aptic potentials. Proc. Natl. Acad. Sci.
U.S.A. 95, 9596-9601.

Larkum, M. E., Watanabe, S., Nakamura,
T., Lasser-Ross, N., and Ross, W N.
(2003). Synaptically activated Ca2+
waves in layer 2/3 and layer 5 rat neo-
cortical pyramidal neurons. J. Physiol.
549, 471-488.

Lee, H.-K., Barbarosie, M., Kameyama, K.,
Bear, M. E, and Huganir, R. L. (2000).
Regulation of distinct AMPA receptor
phosphorylation sites during bidirec-
tional synaptic plasticity. Nature 405,
955-959.

Letzkus, J. ., Kampa, B. M., and Stuart,
G.J. (2006). Learning rules for spike
timing-dependent plasticity depend
on dendritic synapse location. J.
Neurosci. 26, 10420-10429.

Levy, W. B., and Steward, O. (1979).
Synapses as associative memory ele-
ments in the hippocampal formation.
Brain Res. 175, 233-245.

Levy, W. B., and Steward, O. (1983).
Temporal contiguity requirements
for long-term associative potentia-
tion/depression in the hippocampus.
Neuroscience 8,791-797.

Lin, M. T., Lujan, R., Watanabe, M.,
Adelman, J. P,, and Maylie, J. (2008).
SK2 channel plasticity contributes to
LTP at Schaffer collateral-CAl syn-
apses. Nat. Neurosci. 11, 170-177.

Lin, Y. W,, Min, M. Y., Chiu, T. H., and
Yang, H. W. (2003). Enhancement of
associative long-term potentiation
by activation of beta-adrenergic
receptors at CAl synapses in rat
hippocampal slices. J. Neurosci. 23,
4173-4181.

Lorente de N6, R. (1938). Synaptic stimu-
lation of motoneuronsas alocal proc-
ess. J. Neurophysiol. 1,195-206.

Magee, J. C., and Johnston, D. (1997).
A synaptically controlled, associa-
tive signal for Hebbian plasticity in
hippocampal neurons. Science 275,
209-213.

Malenka, R. C., and Nicoll, R. A. (1999).
Long-term potentiation —a decade of
progress? Science 285, 1870-1874.

Markram, H. (2006). The blue brain
project. Nat. Rev. Neurosci. 7,
153-160.

Markram, H., Liibke, J., Frotscher, M.,
and Sakmann, B. (1997). Regulation
of synaptic efficacy by coincidence of
postsynaptic APs and EPSPs. Science
275,213-215.

Martin, S. J., Grimwood, P. D.,and Morris,
R. G. M. (2000). Synaptic plasticity
and memory: an evaluation of the
hypothesis. Annu. Rev. Neurosci. 23,
649-711.

Meredith, R. M., Floyer-Lea, A. M., and
Paulsen, O. (2003). Maturation of
long-term potentiation induction
rules in rodent hippocampus: role of
GABAergic inhibition. J. Neurosci. 23,
11142-11146.

Merzenich,M. M., Jenkins, W.M., Johnston,
P, Schreiner, C., Miller, S. L., and Tallal,
P.(1996). Temporal processing deficits
of language-learning impaired children
ameliorated by training. Science 271,
77-81.

Morrison,A., Diesmann, M.,and Gerstner,
W. (2008). Phenomenological models
of synaptic plasticity based on spike
timing. Biol. Cybern. 98, 459-478.

Nevian, T., and Sakmann, B. (2006).
Spine Ca2+ signaling in spike-timing-
dependent plasticity. J. Neurosci. 26,
11001-11013.

Nishiyama, M., Hong, K., Mikoshiba,
K., Poo, M.-M., and Kato, K. (2000).
Calcium stores regulate the polarity
and input specificity of synaptic modi-
fication. Nature 408, 584-588.

O’Connor, D. H., Wittenberg, G. M.,
and Wang, S. S. (2005). Graded bidi-
rectional synaptic plasticity is com-
posed of switch-like unitary events.
Proc. Natl. Acad. Sci. U.S.A. 102,
9679-9684.

Pagani, M. R., Oishi, K., Gelb, B. D., and
Zhong, Y. (2009). The phosphatase
SHP2 regulates the spacing effect for
long-term memory induction. Cell
139, 186-198.

Paulsen, O., and Sejnowski, T. J. (2000).
Natural patterns of activity and long-
term synaptic plasticity. Curr. Opin.
Neurobiol. 10, 172-179.

Pavlov, I. (1927). Conditioned Reflexes.
New York, Dover.

Pawlak, V., and Kerr, J. N. D. (2008).
Dopamine receptor activation is
required for corticostriatal spike-
timing-dependent plasticity. J.
Neurosci. 28, 2435-2446.

Peterson, C. C., Malenka, R. C., Nicoll,
R. A., and Hopfield, J. J. (1998). All-
or-none potentiation at CA3-CA1l
synapses. Proc. Natl. Acad. Sci. U.S.A.
95, 4732-4737.

Pfister, J.-P., and Gerstner, W. (2006).
Triplets of spikes in a model of
spike timing-dependent plasticity. J.
Neurosci. 26, 9673-9682.

Pike, E G., Meredith, R. M., Olding, A. W.,
and Paulsen, O. (1999). Postsynaptic
bursting is essential for ‘Hebbian’
induction of associative long-term
potentiation at excitatory synapses
in rat hippocampus. J. Physiol. 518,
571-576.

Poncer, J. C., and Malinow, R. (2001).
Postsynaptic conversion of silent
synapses during LTP affects synaptic
gain and transmission dynamics. Nat.
Neurosci. 4,989-996.

Rao, R. P. N., and Sejnowski, T. J. (2001).
Spike-timing-dependent Hebbian
plasticity as temporal difference learn-
ing. Neural. Comput. 13,2221-2237.

Rasse, T. M., Fouquet, W., Schmid, A.,
Kittel, R. J., Mertel, S., Sigrist, C. B.,
Schmidt, M., Guzman, A., Merino,
C., Qin, G., Quentin, C., Madeo, E. E,
Heckmann, M., and Sigrist, S.J. (2005).
Glutamate receptor dynamics organ-
izing synapse formation in vivo. Nat.
Neurosci. 8, 898-905.

Reyes, A., and Sakmann, B. (1999).
Developmental switch in the
short-term modification of unitary
EPSPs evoked in layer 2/3 and layer 5
pyramidal neurons of rat neocortex.
J. Neurosci. 19, 3827-3835.

Rioult-Pedotti, M.-S., Friedman, D., and
Donoghue, J. P. (2000). Learning-
induced LTP in neocortex. Science
290, 533-536.

Rubin, J., Lee, D. D., and Sompolinsky,
H. (2001). Equilibrium properties of
temporally asymmetric Hebbian plas-
ticity. Phys. Rev. Lett. 86, 364-367.

Rubin, J. E., Gerkin, R. C., Bi, G.-Q., and
Chow, C. C. (2005). Calcium time
course as a signal for spike-timing-
dependent plasticity. J. Neurophysiol.
93,2600-2613.

Schafe, G. E., Nader, K., Blair, H. T., and
LeDousx, J. E. (2001). Memory consoli-
dation of Pavlovian fear conditioning:
a cellular and molecular perspective.
Trends Neurosci. 24, 540-546.

Scharfman, H. E.,and Sarvey, J. M. (1985).
Postsynaptic firing during repetitive
stimulation is required for long-term
potentiation in hippocampus. Brain
Res. 331, 267-274.

Sejnowski, T.J. (1999). The book of Hebb.
Neuron 24, 773-776.

Senn, W., Markram H., and Tsodyks, M.
(1999). An algorithm for modifying
neurotransmitter release probability
based on pre- and postsynaptic spike
timing. Neural. Comput. 13,35-67.

Seol, G. H., Ziburkus, J., Huang, S., Song,
L.,Kim, I. T., Takamiya, K., Huganir, R.
L.,Lee, H.K.,and Kirkwood, A. (2007).
Neuromodulators control the polarity
of spike-timing-dependent-synaptic
plasticity. Neuron 55,919-929.

Shen, W,, Flajolet, M., Greengard, P., and
Surmeier, D. J. (2008). Dichotomous
dopaminergic control of striatal syn-
aptic plasticity. Science 321, 848-851.

Shouval, H. Z., Bear, M. E, and Cooper, L.
N. (2002). A unified model of NMDA
receptor-dependent bidirectional syn-
aptic plasticity. Proc. Natl. Acad. Sci.
U.S.A. 99,10831-10836.

Sjostrom, P. J., and Héusser M. (2006).
A cooperative switch determines the
sign of synaptic plasticity in distal
dendrites of neocortical pyramidal
neurons. Neuron 51, 227-238.

Frontiers in Synaptic Neuroscience

www.frontiersin.org

Ju